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Abstract 
 
Depending on a content-based spatio-temporal video data 
model, a natural language interface is implemented to 
query the video data. The queries, which are given as 
English sentences, are parsed using  Link Parser, and the 
semantic representations of given queries are extracted 
from their syntactic structures using information 
extraction techniques. At the last step, the extracted 
semantic representations are used to call the related parts 
of the underlying spatio-temporal video data model to get 
the results of the queries.  
Keywords: Natural Language Querying, Spatio-Temporal 
Video Databases, Link Parser, Information Extraction. 
 
   
1. Introduction 
 

Multi-media data models and databases are subjects of 
the recent research interests. Implementing video data 
models and methods to retrieve data are some of the main 
concerns on video databases [5, 6, 8, 11]. Unlike 
relational databases, spatio-temporal properties and rich 
set of semantic structures make querying and indexing 
video data more complex. Therefore, all known formal 
query languages become ineffective for video data 
retrieval. New effective techniques, which one of them is 
natural language (NL) interface, are implemented for 
querying this type of data. Depending on video data 
structures, text-based and/or graphical user interfaces are 
used in querying [9, 10, 12]. In text-based systems, 
annotation extraction, hierarchical design and natural 
language processing are used contrasting to graphical 
methods as pattern matching and trajectory drawing.  

There are various methods for retrieving the video 
data. These methods include ontology querying, 
annotation-based structures, content-based structures, 
rule-based querying and some specific SQL-like 
languages[2]. Each method has its own advantages and 
disadvantages. In this study, natural language interface for 

querying is used in order to provide a flexible system 
where the user can use his/her own sentences. The user 
does not have to learn an artificial query language, which 
is a great advantage of natural language processing (NLP) 
[1]. NLP sometimes is the most flexible way of 
expressing queries over complex data models. Elliptical 
and anaphoric statements can be seen as the proof of this 
flexibility. On the other hand, there are still some 
disadvantages that users are limited by the domain and by 
the  capabilities of parsers; so 100% accuracy cannot be 
achieved. But in recent studies, we see that NLP 
techniques are improved and it is possible to obtain  
approximately 90% accuracy. As related work, there are 
other  projects that use NLP techniques in querying video 
data. They use syntactic parsers to convert the media 
descriptions or annotations to be stored and build 
semantic ontology trees from the parsed query [10, 15].  

The aim of this paper is to describe the 
implementation of the NL interface over the specified 
video data. In the NLP part, queries are parsed, and their 
semantic representations are extracted from their syntactic 
structures. In order not to concern with the entire parse 
tree, a light parsing algorithm is chosen for implementing 
the interface.  

The rest of the paper is organized as follows. The 
video data model and its previous query interface are 
explained briefly in Section 2. In Section 3, we discuss 
our solution to implement an NLP interface in detail. 
Finally Section 4 is the conclusion and future work.  
 
 
2. Video Data Model 
 

The video data model on which the natural language 
interface is implemented is a content based spatio-
temporal video data model [11]. The basic elements of the 
data model are objects, activities and events. The video 
clip is divided into a time-based partition called frames. 
Frames have the time interval equal to minutes. Objects 
are the real world entities in these frames (e.g. book, Elton 
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John, football etc.). They can have properties (or 
attributes) like name and quantifiers (size, age, color etc.).  
Activities are the verbal clauses like playing football, 
singing etc. Events are detailed activities that are 
constructed from an activity name and an object with 
some role. For instance John plays football, and  the cat is 
catching a mouse are events. 

In this video data model, spatio-temporal queries are 
the main concern. Spatial properties are considered in a 
two-dimensional space. The relative positions of two 
objects or an object’s own position in the frame can be 
queried using spatial relations. The spatial relations 
between objects can be fuzzy since the objects may be 
moving in a video stream. The data model incorporates 
fuzziness in the querying of spatial relations by 
introducing a threshold value in their definition.  
Temporal properties are given as  time intervals described 
in seconds and minutes. In the implementation, spatial 
queries are called regional queries; temporal queries are 
called interval queries. Other types of queries are 
trajectory and occurrence queries. Starting from one 
region, an object’s trajectory can be queried if its 
positions are adjacent up to an ending region in 
consecutive video frames. Occurrence queries are basic 
kinds of queries asking to retrieve the frames for a given 
object, event or an activity. In addition, the occurrence 
queries include queries to retrieve objects, events and 
activities for a given time interval. The query types that 
the video data model supports are presented in the first 
column and their examples are in the third column of 
Table 1. 

In the previous implementation of our video database, 
a graphical user interface was used to query the system. 
Pull-down menus and buttons were used to select objects, 
events, activities and spatial relations to express a query. 
When a spatial relation is queried, related objects, spatial 
relation and also a threshold value were chosen from the 
drop down lists, and the type of the query must be 
selected using buttons. But this interface has been very 
restricted for the user and also for the project itself. Since 
it would be time consuming to extend the model for future 
applications, we have decided to use a natural language 
interface for querying. 

 
 

3. Query Processing 
 

Instead of using the restricted graphical user interface 
for queries, a natural language interface is decided to be 
used for the flexibility. The idea is to map the English 
sentence queries into their semantic representations by 
using a parser and an information extraction module. The 
semantic representations of queries are fed into the 
underlying video data model to process the query and 
show the results. The main structure of the system is 
given in Figure 1. In the rest of this section, the querying 
system using natural language is explained in detail. 

 

 
Figure 1. System Design 

 
 
3. 1. Semantic Representations 

 
Since only certain kinds of queries are used in our 

video data model, it is sufficient to find the type of a 
given query and its parameters to extract a semantic 
representation of the query. The structure of the semantic 
representations is made similar to the underlying data 
model structures. Therefore, in order to obtain a semantic 
representation of a query given as a natural language 
sentence, we should be able to determine which parts of 
the query determines the type of the query and which 
parts correspond to the parameters of the query. 

Every query should include at least an object, or an 
event, or an activity as in the structure of the video data 
model. Object and activity are atomic particles that 
sometimes form an event. Objects also can have 
parameters like its name and attributes that qualify its 
name in the query, such as color, size etc. In the 
implementation, the object representation is restricted to 
have only two attributes described by any adjectives in the 
query. Therefore the atomic representation of an object is: 

o Object(name, attribute1, attribute2) 

where ‘Object’ is the predicate name used in the semantic 
representation of the query, ‘name’ is the name of the 
object, attributes (if they exist) are the adjectives used to 
describe the object in the query. 

Activities are just verbs that are focused in the video 
frames. So they are also atomic and have representations 
like: 

o Activity(activity_name) 

where ‘Activity’ is the predicate name used in the 
semantic representation of the query, ‘activity_name’ is 
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the activity verb itself. 

Events are not atomic, because every event has an 
activity and the actors of that activity as parameters. So, 
an event will be represented as: 

o Event (activity, object1, object2...) 

where ‘Event’ is the predicate name, ‘activity’ is the 
activity of this event, and the following objects are the 
actors of this activity. When the full semantic 
representation of a query is tried to be constructed; the 
activity and objects are extracted in the next step after 
event extraction. 

There are also other kinds of semantic representations 
for spatial and temporal properties in the query. Some of 
them are atomic structures using coordinates and minutes, 
and some of them are relations between any two object 
entities. Regional queries include some rectangle 
coordinates to describe a region. During information 
extraction, the phrases representing these rectangles must 
be converted to two dimensional coordinates in order to 
map into the functions of our data model. Thus, regional 
semantic representation is: 

o Region(x1, y1, x2, y2)   

where ‘Region’ is the predicate name that will be used in 
the query semantic representation. ‘x1’ and ‘y1’ are the 
upper left corner; ‘x2’ and ‘y2’ are the right-down corner 
of the regional rectangle. 

Temporal properties are encountered as intervals in 
the query, so an interval is represented as follows: 

o Interval (start, end) 

where ‘start’ and ‘end’ are the bounding frames of the 
interval. 

Spatial relations are extracted as predicates 
representing these spatial relations, and the extracted  
objects involved in the spatial relations become the 
parameters of the predicates in the semantic 
representations. Semantic representations of the supported 
spatial relations are: 

o ABOVE (object1, object2, threshold) 
o RIGHT (object1, object2, threshold) 
o BELOW (object1, object2, threshold)  
o UPPER-LEFT (object1, object2, threshold) 
o LEFT (object1, object2, threshold)  
o UPPER-RIGHT (object1, object2, threshold) 

In these predicates, ‘threshold’ value is used to specify the 
fuzziness in the spatial relations.    

Each query in Table 1 has a different semantic 
representation, and they have a different set of parameters 
in their semantic representations. So, the extractions 
depend on the type of the query. The semantic 
representations of the parameters are extracted, and they 
are combined to get the semantic representation of the 

query.   
 
 
3.1. Mapping Queries to Semantic 
Representations 
 

A light parsing algorithm has been chosen to parse the 
queries because only specific kinds of word groups (like 
objects, activities, start of the interval etc.) are needed to 
obtain the semantic representations. Since there is no need 
to find the whole detailed parse tree of a query, a light 
parsing algorithm such as shallow parser [16, 19], chunk 
parser [4, 18] and link parser [13, 20] is enough for our 
purposes. We have chosen to use a link parser to parse 
given queries in our implementation. 

Described in [13, 20], link grammar links every word 
in the sentence. A link is a unit that connects two different 
words. The sentence can be described as a tokenized input 
string by links which are obtained by the sentence splitter. 
When the sentence is parsed, it is tokenized with linkages 
– a group of links that does not cross - . In the following 
example, Ds is a link that connects the singular determiner 
with its noun. 
  
                                   |----Ds---| 

a            cat 
 
As seen in Figure 2, some of the words in a parsed query 
are associated with their part of speech tags such as noun 
(.n) and verb (.v). Then the word groups in the sentence 
are connected with linkages and each linkage has also a 
type. 

After a query is parsed with the link parser, the 
information extraction module forms the semantic 
representation of the query from the output of the parser. 
A similar technique is also used in crime scene 
reconstruction [7] which has been adopted from 
information extraction methodology used in SOCIS [17]. 
In [7], crime photos are indexed by the relations and scene 
descriptions by using the information extraction in an 
application domain. In our system word groups in a 
parsed query are mapped to the specific parts of the 
semantic representation of that query, such as objects, 
activities, intervals, regions and spatial relations. Objects 
are nouns and their attributes are adjectives; activities are 
verbs, regions and spatial relations can be nouns or 
adjectives. So, the link types and the order of the links 
determine what it is to be extracted. 

Once the query is parsed, special link types are  
scanned. Whenever a special linkage path is found, the 
rules written for finding out the structure (like object, 
query type, event etc.) are applied to the path. For 
example, the following rule is one of the rules that are 
used to find an activity: 

 

 



Table 1. Query types supported by the system, semantic representations and their examples 

Query Types Semantic 
Representations of  

Queries 

Query Examples in 
Natural Language 

Semantic Representations of Examples 

Elementary  Object 
Queries 
 

RetrieveObj (objA) : 
frame_list 

Retrieve all frames in 
which Bush is seen. 
 

-RetrieveObj (Obj_A): frames. 
-Obj_A (Bush, NULL,   NULL). 

Elementary Activity 
Type Queries 

RetrieveAct (actA) : 
frame_list 

Find all frames in which 
somebody plays football 

-RetrieveAct (Act_A): frames. 
-Act_A (play football). 

Elementary Event 
Queries 

RetrieveEvnt (evtA) : 
frame_list 

 

Show all frames in which 
Albert kills a policeman 

-RetrieveEvnt (Evnt_A): frames. 
-Evnt_A (Act_A, Obj_A, Obj_B). 
-Act_A (kill). 
-Obj_A (Albert, NULL, NULL). 
-Obj_B (policeman, NULL, NULL). 

Object Occurrence 
Queries 

RetrieveIntObj (intervalA) : 
object_list 

Show all objects present in 
the last 5 minutes in the 
clip. 

-RetrieveIntObj (Int_A): objects. 
-Int_A(x-5, x). [x: Temporal length of 
video] 

Activity Type 
Occurrence Queries 

RetrieveIntAct (intervalA) : 
activity_list 

Retrieve activities 
performed in the first 20 
minutes. 

-RetrieveIntAct (Int_A): activities. 
-Int_A (0, 20). 

Event Occurrence 
Queries 

RetrieveIntEvt (intervalA) : 
events_list 

Find all events performed 
in the last 10 minutes 

-RetrieveIntEvt (Int_A): events. 
-Int_A(x-10, x). [x: Temporal length of 
video] 

Fuzzy Spatial 
Relationship Queries 

RetrieveObj_ObjRel 
(rel,threshold) : frame_list 

Find all frames in which Al 
Gore is at the left of the 
piano with the threshold 
value of 0.7 

-RetrieveObj_ObjRel (LEFT, 0.7):   
frames. 
-LEFT (Obj_A, Obj_B). 
-Obj_A (Al Gore, NULL, NULL). 
-Obj_B (piano, NULL, NULL). 

Object Interval Queries RetrieveIntervalofObj 
(objA) : interval_list When is Mel Gibson seen? 

-RetrieveIntervalofObj (Obj_A): 
intervals. 
-Obj_A (Mel Gibson, NULL, NULL). 

Activity Interval 
Queries 

RetrieveIntervalofAct 
(actA) : interval_list 

 

Retrieve intervals where 
somebody runs 

-RetrieveIntervalofAct (Act_A): 
intervals. 
-Act_A (run). 

Event Interval Queries 
RetrieveIntervalofEvnt 
(evtA) : interval_list 

 

Find all intervals where the 
cat is running. 

-RetrieveIntervalofEvnt (Evnt_A): 
intervals. 
-Evnt_A (Act_A, Obj_A, NULL). 
-Act_A (run). 
-Obj_A (cat, NULL, NULL). 

Regional(Frame) 
Queries 

RetrieveObjReg (objA, 
region) : frame_list 

 

Show all frames where Bill 
is seen at the upper left of 
the screen 

-RetrieveObjReg (Obj_A, Reg_A): 
frames. 
-Obj_A (ball). 
-Reg_A(x/2, 0, x, y). [If coordinates of 
the frame’s rectangle is considered as 
0,0,x,y] 

Regional(Interval) 
Queries 

RetrieveObjInt (objA, 
intervalA) : region_list 

Find the regions where the 
ball is seen during the last 
10 minutes. 

-RetrieveObjInt (Obj_A, Int_A): regions. 
-Obj_A (ball, NULL, NULL). 
-Int_A (Int_A(x-10, x). [x:Temporal 
length of video] 

Trajectory Queries 
TrajectoryReg(objA, 
start_region, end_region ) : 
frame_sequence 

Show the trajectory of a 
ball that moves from the 
left to the center. 

-TrajectoryReg (Obj_A, Reg_A, Reg_B): 
frames. 
-Obj_A (ball, NULL, NULL). 
-Reg_A (0, 0, x/2, y). 
-Reg_B(x/4, y/4, 3x/4, 3y/4). [If 
coordinates of the frame’s rectangle is 
considered as 0,0,x,y] 

 



• Control the Cs link. 
• If an Ss+Pg link follows this link and if right-end 

of Cs is of any word like “somebody, anybody, 
someone etc...” Pg link’s right word is the 
activity.  

• If there’s a following Os link, then the right-end 
of Os is a part of the activity (ex: playing 
football) 

 
For each query, first the query type is extracted from 

the parsed query. Then, the parts of the semantic 
representation are extracted. For example, if the query is a 
trajectory query, an object, a start region, and an end 
region should be found. So, the rule for finding an object 
path is traced from the linkage. Then, to find the other 
elements, other linkages are traced. In Figure 2,  Op 
linkage helps us to determine the type of the query as 
Elementary Object Query, then we need to find the object 
involved in this query type. The link orders and G 
linkages help us to determine this object as Elton John. 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. Example of a query parsing with link 
grammar and semantic representation. 

 
Certain parts in the parsed query may not be directly 

mapped into a part of the semantic representation. For 
example, a numerical value can be entered either as a 
number or as a word phrase in a given query (such as 1  
versus one), but in data model it needs to be a numerical 
value. Therefore, a numerical value expressed as a word 
phrase should be converted into a number. This difficulty 
also arises in the extraction of regions. The regions are 
preferred to be described as areas or sides relative to the 
screen like left, center, upper left etc. To map this data 
with the video data model, these areas should be 
converted into two dimensional coordinates. Thus, the 
regions can be represented as rectangles. So, the screen is 
thought to be divided into 5 regions as upper-right, upper-
left, down-left, down-right and center. Depending on the 
area in query, it is matched with these regions. For 
example, if in the query, ‘right’ area is asked as the 
region, then the coordinates of upper right + down-right 
are evaluated.  

A similar problem also occurs in interval queries. 
When the user enters as last 10 minutes, the beginning 
time must be evaluated to map with the video data. 
Therefore, the extraction algorithm is also responsible for 
these conversions.   

As a result, depending on the rules for the query word 
(what is asked), the parts of the query such as object, 
activity, event, interval, relation, threshold value and 
region are extracted from the parsed query. And gathering 
these elements, a semantic representation for each query 
is obtained.  
 
 
4. Conclusion and Future Work 
 
 The system described in this paper uses a natural 
language interface to retrieve information from the video 
database. For this purpose, a light parsing algorithm is 
used to parse queries and an extraction algorithm is used 
to find the semantic representations of the queries. 
Detection of objects, events, activities and relations is the 
core part of the extraction step. When the sentence is 
parsed with decided link rules, the semantic relation is 
constructed depending on the type of the query. This 
process will be used for mapping the semantic 
representation over the functions of the video data model. 

 As a future extension, we are planning to add more 
complex attributes to describe the objects. In the current 
semantic representation of objects, an object can have 
only two attributes. Adding more complex attributes 
means we have to deal with more complex noun phrases. 
The information extraction module will then be more 
complex for objects, however the querying ability of the 
user will have been increased.  

In order to get better accuracy in the results of the 
queries, a conceptual ontology will be added to the 
algorithm by using WordNet. The ontological search tree 
will be used for objects, activities (indirectly events) and 
spatial relations using a similarity search algorithm on 
ontology tree. An approach for this algorithm should be 
finding highest similarity degree by using the 
generalization and specification factors like in [1].  
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