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1   Motivation 
As one of the basic tasks in automatic discovery and extraction of information from bio-
logical texts, protein name extraction is still a challenge. Extracting protein names from 
unstructured texts is a prerequisite for the increasing demand in automatic discovery and 
extraction of information from biological texts. Locating the information on different levels 
can be seen as a layered structure and this layered structure makes different extraction tasks 
interdependent. Because the output of a task at a layer is input to the next layer, the success 
of a former task affects the performance of the others. For instance, how well we locate the 
protein names in a text has an impact on how well we find the interactions between the 
proteins. 

2   Method 
In order to identify protein names, we study using bigram language model, a special case 

of N-gram which is used in various areas of statistical natural language processing, along 
with the hierarchically categorized syntactic word types. We determine 21 syntactic token 
types categorized under five main classes to generalize protein names: single, abbreviation, 
delimiter, regular, and other. 

After learning the necessary model parameters, a probability estimate is produced for 
every possible fragment in the test data. We use sliding-window technique to determine the 
fragments. Fragments with the highest likelihood, exceeding a certain threshold value, are 
extracted as protein names. 

3   Results 
Table 1 compares performance values of our method (Bigram) with the values published 

for several methods. Our method has a comparable performance to the others with respect 
to F-score. The comparison also shows that our method is effective and competitive.  

Table 1. Comparison of methods for protein name extraction. 

 Recall Precision F-score 
Bigram 67.5% 60.2% 63.6 % 
YAPEX [1] 59.9% 62.0% 61.0 % 
SemiCRF [2] 76.1% 58.9% 66.1 % 
DictHMM [2] 45.1% 69.7% 54.8 % 
Prob [3] 60.1% 66.9% 63.3 % 
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