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Abstract—Rapid growth of machine-to-machine (M2M) communications necessitates the reevaluation of the Long Term Evolution-Advanced (LTE-A) performance, since the current standard is not optimized for intensive M2M traffic. A serious issue is that massive M2M arrivals can overload the LTE-A random access channel, resulting in a significant access delay. There have been a number of proposals to control this overload; however, there are no studies on the mathematical characterization of delay bounds to the best of our knowledge. Here, we derive lower bounds for the LTE-A average random access delay for both a regular traffic pattern (uniformly distributed arrivals) for a traffic pattern, indicating a serious congestion (beta-distributed arrivals). The proposed delay bounds, which predict the minimum delay with less than 6% error, present the fundamental limits of delay that can be achieved by a practical load-balancing algorithm. This paper is also one of the first attempts toward the mathematical analysis of beta-distributed arrivals. We also analyze the effect of estimation accuracy, frequency of random access opportunities, and the number of preambles on the access delay. We show that it is possible to reduce the access delay by several orders of magnitude using an appropriate configuration of these system parameters.
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I. INTRODUCTION

Along with the growing adoption of the Internet of Things vision, the number of smart devices is estimated to reach 50 billion at the end of the decade [1] and machine-to-machine communications (M2M) is expected to grow rapidly. M2M traffic differs significantly from human-generated traffic: Most M2M devices infrequently upload small-sized sensing information as opposed to humans who mostly download web content [2]. Although M2M devices need to transmit small amounts of data, communication infrastructure may get congested if a huge number of M2M devices attempt to access the network near-simultaneously [3]. Hence the performance of existing cellular standards has to be evaluated for this emerging type of traffic.

The main impact of M2M communications on the 3GPP architecture is on the radio access network [4].

The major issue is the possible traffic surges of M2M traffic due to massive numbers of M2M devices deployed over an area. Synchronized behavior of these devices due to some external event, e.g. a power recovery, periodic measurement reporting, disaster alarms, can severely congest the radio access network preventing the channel access for most M2M devices.

The congestion occurs during the random access phase where devices request channel access from the base station by transmitting a randomly selected preamble over a shared channel. Since there is a limited number of preambles and the transmissions are sent over a shared channel, more than one node may select the same preamble which is called as a collision. In this case, the colliding nodes cannot be granted channel access and need to retry random access. If a large number of devices try to access the channel in a short time, preamble collisions increase significantly resulting in very large access delays. Besides, the repeated transmission attempts increase the energy consumption of M2M devices most of which will be energy-constrained.

To prevent such a congestion, there have been numerous proposals for the load control of the LTE random access channel [5]–[10]. Most proposals are based on broadcasting an access probability to the network to prevent nodes from accessing the channel according to some probability. Determination of the optimum access probability has been the main focus of these studies as the base station does not have perfect information about the number of nodes accessing the channel. Due to this lack of information, all load control algorithms are inevitably sub-optimal.

In this paper, we derive closed-form lower bounds for LTE-A average random access delay under massive M2M arrivals. These bounds determine the minimum delay that can be achieved by a practical load control algorithm. We derive these bounds for both uniform M2M arrivals and for highly synchronized (beta-distributed) M2M arrivals during a congestion. Using these bounds, we investigate the effect of the system parameters and the attributes of the arrival distribution on the access delay. The contributions of the paper can be summarized as follows:

- We propose closed-form expressions of minimum delay which predicts the average delay with less than 6% error for both uniformly-distributed and beta-distributed massive arrivals. Beta distribution has been suggested to model the M2M overload traffic distribution by 3GPP [6] but it is known to be mathematically intractable [11]. We analyze the delay performance of beta-distributed traffic by applying a triangular approximation; and, to
the best of our knowledge, this is one of the first attempts towards its algebraic analysis. The proposed bounds for the uniformly-distributed traffic are valid for any given number of nodes; whereas, the bounds derived for the beta-distributed arrivals are valid either when the channel is stable or when it is seriously congested.

- We show that beta-distributed arrivals may experience up to 300 times more average delay in comparison to the uniformly distributed arrival of an equal number of nodes. This result implies that the network should be significantly over-provisioned due to the possible synchronization among nodes.

- We show that the accuracy in the estimation of the number of nodes in the network is not crucial as long as the network does not operate close to its capacity. However, if the network is operating close its capacity limits, an estimation error may cause the network to become unstable and may result in excessive delays.

- We show that it is possible to obtain several orders of reduction in delay by increasing the frequency of random access opportunities or the number of preambles devoted for M2M communications if such an increase in capacity results in the stabilization of the random access channel.

- We also consider the effect of backoff parameters and show that the average delay approaches to the proposed bounds as the maximum allowable number of backoffs increases. Hence, the proposed bounds can also be used as a benchmark for backoff parameter optimization.

We derive the lower bounds by analyzing the delay performance of an optimum load controller which exactly knows the number of backlogged nodes in the network and reacts to this load by broadcasting an access probability to all nodes. The delay performance of the optimum load controller presents a lower bound for practical load control algorithms which have imperfect information about the channel backlog. Proposed bounds can be used in optimizing system parameters, e.g. to determine the optimum frequency of random access opportunities or the number of preambles reserved for M2M communications depending on the expected arrival pattern of M2M devices.

We proposed bounds both for uniformly distributed arrivals indicating a regular traffic pattern and for beta-distributed arrivals which indicates a serious congestion in the network. Beta distribution has been used to model M2M arrivals during a serious congestion by 3GPP but its algebraic analysis is known to be difficult. We proposed bounds for the Beta-distributed traffic (which are valid either when the channel is stable or seriously loaded) by suggesting a triangular approximation to the Beta distribution. Success of this approximation suggests that the triangular distribution can be used in the analysis of the random access channel instead of the Beta distribution.

The rest of the paper is organized as follows: We explain the related work in the next section. Then, we describe our system model in Sec. III and we define the optimum load controller in Sec. IV and analyze its delay performance in Sec. V. We analyze the effect of estimation error and capture effect on the channel capacity in Secs. VI and VII, respectively. We compare the proposed analysis against simulation results in Sec. VIII and present our conclusions in Sec. IX.

II. RELATED WORK

Providing wireless access to a massive number of smart devices is a challenging problem. Although there have been several alternative proposals for the M2M network architecture, the most promising candidate is the existing cellular network system due to its large coverage [11]. Hence, there is a continuing effort in the 3GPP for defining M2M service requirements and application scenarios [12], [13]. M2M traffic shows different characteristics than H2H traffic: Most M2M devices infrequently transmit a small message such as measurement reports by a smart meter [2]. Since M2M devices have a low traffic demand, there will be a larger number of M2M devices per base station in comparison to H2H devices.

Dense deployment of M2M devices may cause occasional congestions in the radio access network [4]. The channel access phase starts with a random access procedure in which the node transmits a randomly selected preamble over a shared channel. If too many nodes request access through the random access channel, a preamble may be selected by more than one node. In that case, the nodes cannot be granted channel access by the base station. Such collisions necessitate the retransmission of the preamble which causes significant access delays. There has been a growing interest in modeling the collision probability and delay of the random access channel [14]–[22].

There have also been numerous proposals for load control of the LTE random access channel. There are two legacy schemes used by 3GPP for load control namely, access class barring (ACB) and extended access barring (EAB): In ACB, the base station broadcasts an access probability $p$ and each node selects a random number and transmits a preamble if the selected number is larger than $p$, otherwise the node waits for a random amount [4], [23], [24]. In EAB, the nodes are barred from channel access depending on their access class providing some sort of service differentiation [25].

Previous studies focused mostly on the optimization of ACB access probability using estimation and control techniques. Adaptive determination of the barring probability in ACB has been considered in [5] using a PID controller. Stabilization of the random access channel using channel history has been studied by Wu et al. [6]. Galinina et al. proposed a stable control procedure for the random access channel [7]. A heuristic algorithm to update access probability is proposed by Duan et al. [8]. Arouk et al. proposed a filtering based adaptation of the access probability [9]. A Kalman filtering approach has been investigated in [10].

Although there have been numerous proposals for load control and delay analysis, the fundamental limits of delay have not been previously investigated to the best of our knowledge. Here we propose closed-form expressions for the minimum delay that can be achieved by a practical load controller. Proposed expressions allow analytical investigation of the effect of various system parameters and they provide a benchmark for practical load control algorithms.
M2M Node | eNodeB (Base Station)
---|---
Step 1 | Preamble Transmission
Step 2 | Random Access Response
Step 3 | Connection Request
Step 4 | Contention Resolution

Fig. 1. LTE contention-based random access procedure.

Aside from these studies, there are also various studies aiming to provide service differentiation and to adapt the LTE access procedure for M2M communications. A class-dependent load control which requires classifying machines according to their delay-tolerance and serving them according to their priority is proposed by Cheng et al. [26]. Another load balancing method based on instructing nodes their next channel slots after a successful connection has been proposed in [27]. Reserving groups of preambles for H2H and M2M traffic has also been proposed [28]. Adaptive sharing between preambles between non-contention based and contention based transmissions is proposed in [29]. There is also a proposal to increase the number of preambles by using codewords [30].

For more details, readers may refer to several surveys on the topic [2], [3], [31].

III. SYSTEM MODEL

A. LTE Random Access Procedure

In the LTE standard, the spectrum is divided into 10 ms frames and frames are further divided into 1 ms subframes. Several of these subframes are reserved for the random access procedure which we call as random access opportunities (RAO). The RAOs can be presented in varying frequencies ranging from once in 1 ms to once in 20 ms depending on the PRACH configuration.

The contention-based random access procedure of the LTE consists of four steps [32] as shown in Fig. 1. In the first step, the node randomly selects one of the 54 preambles reserved for contention-based random access and transmits the selected preamble at a RAO. In the second step, after the detection of the preamble, a random access response (RAR) is transmitted by the base station (eNodeB) consisting of a timing correction, scheduling grant and a temporary identity for the successfully received preambles. Using this information, the node transmits its identity at the third step. In the fourth step, the eNodeB transmits a contention resolution message.

If only a single node transmits a preamble at Step 1, the preamble will be detected with a high probability by the eNodeB. Then, the remaining steps should be completed without failure (unless a loss due to PDCCH congestion or a physical layer impairment occurs). If more than one node selects the same preamble and transmits at the same RAO, there are two possibilities: a) The transmissions will interfere with each other and the collision will be detected by the base station. In this case, the base station will not transmit RAR in Step 2. b) The transmissions by multiple nodes will overlap and the collision is not detected by the eNodeB. In this case, all nodes transmitting the same preamble will receive the same RAR at Step 2 and a collision will occur at Step 3 when the nodes transmit their identity at the same scheduled interval. In this case, if the eNodeB detects one of the transmissions, it will send a contention resolution message at Step 4 to indicate which of the nodes was granted channel access.

Most studies in the literature assume that the base station detects the collision at Step 1 [5]–[10]. There are also several studies which deals with the second case where the collision occurs at Step 3 [20]. There is a recent proposal for random access to ensure that the collisions are detected at Step 1 [33]. As most of the studies in the literature, we assume that the preamble collisions are detected during the first step.

B. System Model

We consider the arrival of $N$ nodes to the LTE random access channel with an arrival rate of $\lambda(t)$ over a bounded time interval $[0, T]$. The base station presents the RAOs with an average time separation of $\tau$ and it broadcasts an attempt probability $q$ before each RAO. At a RAO, each backlogged node selects a random number between 0 and 1 and transmits a preamble only if the selected number is less than $q$. The transmitted preamble is selected randomly from the set of $p$ preambles reserved for M2M traffic. If two or more nodes select the same preamble, all of those transmissions collide at the receiver and cannot be correctly decoded by the base station. In the case of a collision, all colliding nodes remain backlogged. We assume that the newly arriving nodes join the pool of backlogged nodes as in [7] and the backlogged nodes repeat the procedure to transmit a preamble in the next RAO using the new $q$ value announced by the base station.

We define the access delay of a node as the time difference between the first RAO after its arrival and the RAO at which it successfully departs. By this definition, the access delay of a node which departs at the first RAO after its arrival is zero.

Our analysis deals with a simplified model of the random access procedure: We assume that a node remains backlogged until it successfully accesses the channel; that is, we omit the upper bound on preamble transmission attempts and assume that the backoff interval is zero similar to some other analyses [7], [17], [19]. We present simulation results relaxing this assumption and discuss its implications in Sec. VIII-F. We also assume an ideal physical channel; that is, we ignore the possibility of preamble loss due to low signal power and omit the effects of power ramping as in [19]. We also assume that a collision is instantly detected and the colliding node...
is ready to transmit a preamble in the next RAO. Further, we assume that there is no PDCCH congestion; that is, a successful preamble transmission always results in successful channel access. Despite these assumptions, the proposed expressions are still valid as a lower bound on the average access delay as the relaxation of these assumptions always results in increased channel access delay. We also assume that there is no capture; that is, none of the colliding preambles can be detected. We relax this assumption in Sec. VII and derive an increased capacity expression which can easily be used in the proposed analysis.

IV. OPTIMUM LOAD CONTROLLER

In this part, our aim is to quantify the delay bounds of a sub-optimal load controller by investigating an optimum load controller. The optimum load controller perfectly knows the total number of backlogged nodes, \( g \), which includes both newly arriving nodes and the nodes failed previously. The controller announces an access probability \( q \) before each RAO.

For \( n \) nodes randomly selecting \( p \) preambles, the expected number of successful nodes can be written as:

\[
u(n) = n \left(1 - \frac{1}{p}\right)^{n-1}\]

which is maximized at \( n^* = p \); that is, the number of nodes transmitting a preamble at a RAO should be equal to the number of preambles. Hence, the base station should distribute the optimum access probability \( q^*(g) = \min(1, p/g) \) to maximize channel utilization [7], [8], [34], [35].

Since this optimum controller maximizes the expected number of successful transmissions at a RAO, it also minimizes the overall channel access delay when a large number of devices arrive. The expected number of nodes successfully transmitting a preamble when this optimum controller is employed can be written as:

\[
u^*(b) = \begin{cases} 
  g \left(1 - \frac{1}{p}\right)^{g-1} & g < p \\
  p \left(1 - \frac{1}{p}\right)^{p-1} & g \geq p 
\end{cases}
\]

(2)

since \( \left(1 - \frac{1}{p}\right)^{p-1} \approx \frac{1}{e} \) where \( e \) is the Euler’s number. This approximation is very accurate as the approximation error is less than 6% for \( p \geq 9 \) and less than 3% for \( p \geq 18 \). So, at each RAO, a maximum of \( p/e \) nodes can be successful on the average. Since the average time between RAOs is \( \tau \), the maximum rate of successful departures from the channel can be written as:

\[
\delta = \frac{p}{\tau e}
\]

which we will refer as the \textit{channel capacity} in the rest of the article.

V. DELAY ANALYSIS

Using the expressions derived above, we now analyze the delay for three different arrival distributions: a) simultaneous arrival of nodes at time \( t = 0 \), b) uniformly distributed arrivals over a fixed time interval \([0, T]\) and c) beta-distributed arrivals over the time interval \([0, T]\) representing a serious congestion.

A. Simultaneous Arrival of Nodes

We first investigate the case where all \( N \) nodes arrive at time \( t_{arr} = 0 \). Such simultaneous arrival of nodes is unlikely in practice; however, we obtain the upper bound of access delay for the optimum controller by analyzing this case.

In this case, \( p/e \) nodes depart at each RAO on the average as long as there are more than \( p \) backlogged nodes. Hence, the rate of successful departures equals to the channel capacity \( \delta \). Omitting the last few RAOs where the backlog reduces below \( p \), the backlog is eliminated at time \( t_{end} = \frac{N}{\delta} \) which results in the following expected departure time which also equals to the expected delay:

\[
d_s = E[t_{dep}] = \frac{N}{2\delta}.
\]

(4)

This expression implies that the access delay linearly decreases with the channel capacity. Hence, due to (3), the delay decreases linearly with the number of preambles and with the rate of RAOs.

B. Uniformly Distributed Traffic

In this part, we investigate the case where new nodes arrive to the channel at the following uniform rate:

\[
\lambda(t) = \begin{cases} 
  \frac{N}{T} & 0 < t < T, \\
  0 & o.w.
\end{cases}
\]

(5)

We investigate two different cases depending on rate of arrival: In the first case, \( \lambda(t) < \delta \); i.e. the arrival rate is lower than the channel capacity so that the backlog is stable. In the second case, the arrival rate is greater than the channel capacity; i.e. \( \lambda(t) > \delta \). In the latter case, the average number of nodes arriving between two RAOs is greater than \( p/e \); so, the backlog increases as long as nodes continue to arrive the channel. The stability condition \( \lambda(t) < \delta \) can also be rewritten as:

\[
N < T \delta.
\]

(6)

1) Stable Backlog: If the backlog is stable, the average number of successful departures at each RAO equals to the average number of arriving nodes between two RAOs. If the average number of nodes arriving between each RAO is \( x \), the average number of backlogged nodes converges to \( g(x) > x \) such that the average number of successful nodes at each RAO equals to \( x \). That is, when all of the \( g(x) \) backlogged nodes transmit a preamble, \( x \) of them will be successful on the average. If we substitute \( g(x) \) in (2) as:

\[
g(x) \left(1 - \frac{1}{p}\right)^{g(x)-1} = x,
\]

(7)

we can obtain the average backlog as given by

\[
W\left(\frac{(p-1)x \log\left(1 - \frac{1}{p}\right)}{p}\right)
\]

(8)

where \( W(\cdot) \) is the principal branch of the Lambert W function. Lambert W function is the inverse function associated with the
equation $W e^W = f(W)$. It is encountered in different domains and its numerical solution is widely studied [36].

Approximating $\frac{p^T}{p^T} \approx 1$ and $\log(1 - \frac{x}{p}) \approx -\frac{x}{p}$, $g(x)$ can be simplified as follows:

$$g(x) \approx -p W \left( -\frac{x}{p} \right). \quad (9)$$

For the arrival rate given by (5), the average number of nodes arriving between each RAO is $N^T \frac{x}{p}$ so the average backlog is $g(N^T \frac{x}{p})$. Since the number of backlogged nodes is always less than $p$, each node will transmit a preamble at each RAO and $N^T \frac{x}{p}$ of them will be successful on the average. Then, the success probability at each RAO is $\frac{N^T}{g(N^T \frac{x}{p})}$. The expected delay can be found by multiplying the expected number of retransmissions with the duration between two RAOS as follows:

$$d_u = \left( \frac{g(N^T \frac{x}{p})}{N^T \frac{x}{p}} - 1 \right) \tau, \quad \text{if } N < T \delta. \quad (10)$$

2) Unstable Backlog: In this case, the number of nodes arriving to the channel is higher than the channel capacity, i.e. $\lambda(t) > \delta$; so, the backlog increases continuously as long as the nodes continue to arrive. In this case, the departure behavior of nodes is similar to the simultaneous arrivals case since the backlog immediately becomes greater than the number of preambles. The optimum load controller will broadcast $q^*$ such that the number of successful nodes at each RAO equals to $p/e$ which corresponds a successful departure rate equal to the channel capacity, $\delta$. Hence, the backlog will be eliminated at time $t_{end} = N/\delta$ which results in the expected departure time $E[t_{dep}] = \frac{N}{\delta \tau}$.

Unlike the simultaneous arrivals case, the mean arrival time of nodes is given by $E[t_{arr}] = T/2$ and the average delay experienced by a user can be written as:

$$d_u = E[t_{dep}] - E[t_{arr}] = \frac{N}{2\delta} - \frac{T}{2}, \quad \text{if } N > T \delta. \quad (11)$$

Similar to the simultaneous arrival of all users, the delay decreases linearly with the number of preambles and with the rate of RAOS for the unstable backlog case.

C. Beta-Distributed Traffic

3GPP suggests the use of the Beta distribution to model correlated M2M arrivals [4]; however, it has been acknowledged that the beta-distribution is hard to be analyzed mathematically [17]. Fortunately, similar difficulties regarding the Beta distribution had been encountered earlier in the risk analysis literature where the Beta distribution has been used to model uncertain durations. For risk analysis purposes, triangular approximations to the Beta distribution had been proposed [37]; and, we use these approximations to analyze the beta-distributed M2M traffic. The triangular distribution is more suitable for mathematical analysis than the Beta distribution and the differences between the two distributions do not create a significant difference in modeling the access delay of M2M nodes.

The density function of the Beta distribution for shape parameters $a$ and $b$ is given by

$$f(x; a, b) = \frac{x^{a-1}(1-x)^{b-1}}{B(a, b)} \quad (12)$$

where $B(a, b)$ is the Beta function. When $N$ nodes arrive over a time interval $T$ according to the Beta distribution, the arrival rate of nodes can be written as [4]

$$\lambda(t; a, b) = N \frac{t^{a-1}(T-t)^{b-1}}{T^{a+b-1}B(a, b)}. \quad (13)$$

The triangular density function is also given by

$$h(x; a, b, m) = \begin{cases} \frac{2}{b-a} & a \leq x \leq m, \\ \frac{2}{b-x} & a \leq x \leq b \end{cases} \quad (14)$$

Similarly, the arrival rate of nodes according to the triangular distribution can be written as

$$\lambda(t; a, b, m) = \begin{cases} \frac{N}{T} \frac{2}{b-a} & a \leq t/T \leq m, \\ \frac{N}{T} \frac{N-b}{b-m} & m \leq t/T \leq b. \end{cases} \quad (15)$$

We use the following approximation which uses the 10% fractiles of the Beta distribution as given by

$$a = 2.24 Q_{0.1} - 1.63 Q_{0.5} + 0.39 Q_{0.9}$$
$$m = -1.38 Q_{0.1} + 3.78 Q_{0.5} - 1.40 Q_{0.9}$$
$$b = -0.08 Q_{0.1} - 0.72 Q_{0.5} + 1.80 Q_{0.9} \quad (16)$$

where $Q_u$ is the x such that $F(x) = u$ [37] where $F$ is the CDF of beta distribution. An approximation of the Beta function with parameters $a = 3$ and $b = 4$ along with its triangular approximation can be seen in Fig. 2.

In the rest of the paper, we use this approximation in the performance analysis of the beta-distributed traffic. We compare the performance of the proposed analysis against simulations.
in which the nodes arrive according to a Beta distribution in Sec. VIII; and, the results suggest that the analysis based on the triangular distribution provides a very close estimation of access delay.

When the nodes arrive according to the triangular distribution (or according to the Beta distribution), the arrival rate is very low at the beginning. As time progresses, however, the arrival rate may exceed the channel capacity and the backlog may become unstable. We analyze the delay performance of the triangularly distributed traffic for two different cases. First, we analyze the stable case where the maximum arrival rate does not exceed the channel capacity. Second, we analyze the unstable case where the arrival rate significantly exceeds the channel capacity as shown in Fig. 3. In the figure, the arrival rate becomes larger than \( \delta \) at time \( t_1 \) and decreases below \( \delta \) at time \( t_2 \) and the backlog accumulated between times \( t_1 \) and \( t_2 \) is eliminated after the end of nodes arrivals at time \( t_{end} > bT \). We exclude the analysis of the mildly congested case where the accumulated backlog is eliminated before the end of arrivals.

\[ N < \frac{1}{2} \delta T (b - a) \]  

(17)

The area of the heavily shaded region in Fig. 3 gives the number of accumulated backlogged nodes between times \( t_1 \) and \( t_2 \) as the integral of the arrival rate gives the number of nodes. Similarly, the area of the lightly shaded area gives amount of departures from this accumulated backlog after time \( t_2 \). The time at which the backlog is completely eliminated, \( t_{end} \), can be found by equating the heavily shaded area with the lightly shaded area:

\[ \frac{1}{2} (\lambda_{max} - \delta)(t_2 - t_1) = \frac{1}{2} (bT - t_2) \delta + (t_{end} - bT) \delta \]  

(22)

which results in the following solution:

\[ t_{end} = \frac{\delta T^2 (a - b)(a - m)}{4N} + aT + \frac{N}{\delta} \]  

(23)

This analysis is valid for \( t_{end} > bT \) which can be rewritten as:

\[ N > \frac{1}{2} \delta T \left( \sqrt{(b-a)(b-m)} - a + b \right) \]  

(24)

We compute the mean delay experienced by the nodes arriving between two RAOs. So, it can be said that the delay experienced by nodes is insignificant if the arrival rate is below the channel capacity.

\[ d_b = \tau \left( \int_{0}^{n_{max}} \frac{g(n)}{n} - 1 \right) \frac{ndn}{(\int_{0}^{n_{max}} ndn)} \]

\[ = \tau \left( -\frac{2}{k^2} \frac{2W(-k)}{k} - \frac{2}{kW(-k)} + \frac{2}{k} - 1 \right), \]

if \( N > \frac{1}{2} \delta T (b - a) \). (18)

\[ \lambda_{max} \]

Fig. 3. The unstable backlog case where the maximum arrival rate significant exceeds the channel capacity such that the backlog accumulated between times \( t_1 \) and \( t_2 \) is eliminated after the end of nodes arrivals at time \( t_{end} > bT \).

Since the number of nodes arriving between two RAOs has a uniform distribution between 0 and \( n_{max} \) when the arrival distribution is triangular, the expected delay can be written as:

\[ d_b = \tau \left( \int_{0}^{n_{max}} \frac{g(n)}{n} - 1 \right) \frac{ndn}{(\int_{0}^{n_{max}} ndn)} \]

\[ = \tau \left( -\frac{2}{k^2} \frac{2W(-k)}{k} - \frac{2}{kW(-k)} + \frac{2}{k} - 1 \right), \]

if \( N > \frac{1}{2} \delta T (b - a) \). (18)

where \( k = n_{max}/e \).

At the limit of stable load case where \( k = 1/e \),

\[ d_b = \tau (2e(3 - e) - 1) \approx 0.53 x, \]  

if \( N = \frac{1}{2} \delta T (b - a) \) (19)

i.e. average delay is approximately the half of the duration between two RAOs. So, it can be said that the delay experienced by nodes is insignificant if the arrival rate is below the channel capacity.

\[ d_2 = \tau (2e(3 - e) - 1) \approx 0.53 \tau, \]  

if \( N = \frac{1}{2} \delta T (b - a) \) (19)

The area of the heavily shaded region in Fig. 3 gives the number of accumulated backlogged nodes between times \( t_1 \) and \( t_2 \) as the integral of the arrival rate gives the number of nodes. Similarly, the area of the lightly shaded area gives amount of departures from this accumulated backlog after time \( t_2 \). The time at which the backlog is completely eliminated, \( t_{end} \), can be found by equating the heavily shaded area with the lightly shaded area:

\[ \frac{1}{2} (\lambda_{max} - \delta)(t_2 - t_1) = \frac{1}{2} (bT - t_2) \delta + (t_{end} - bT) \delta \]  

(22)

which results in the following solution:

\[ t_{end} = \frac{\delta T^2 (a - b)(a - m)}{4N} + aT + \frac{N}{\delta} \]  

(23)

This analysis is valid for \( t_{end} > bT \) which can be rewritten as:

\[ N > \frac{1}{2} \delta T \left( \sqrt{(b-a)(b-m)} - a + b \right) \]  

(24)

We compute the mean delay experienced by the nodes arriving between two RAOs and assume that the delay experienced by the nodes arriving before time \( t_1 \) is zero for the sake of simplicity. We believe this assumption is reasonable because, as given by (19), the access delays are negligible when the backlog is stable. Besides, the numerical results given in Sec. VIII suggest that this assumption does not significantly affect the accuracy of analysis.
The mean arrival time of nodes arriving after time $t_1$ can be found as:

$$E[t_{arr}] = \left( \int_{t_1}^{T} \lambda(t)dt \right) / \left( \int_{t_1}^{T} \lambda(t)dt \right) = \frac{1}{\lambda(t)} \left( -\frac{3N^2T(a-b)^2(a-m)^2 - 3a\delta^2NT^3(a-b)}{8N(a-m) + 4N^3T(a+b+m)} \right) \left( 12N^3 - 3\delta^2NT^2(a-b) + \frac{18N^4T(a-b+m)}{T} \right). \quad (25)$$

The successful departure rate of nodes arriving after time $t_1$ equals to $\delta$. Then, the mean departure time of nodes arriving after time $t_1$ is given by:

$$E[t_{dep}] = (t_{end} - t_1)/2 + t_1 = \frac{3\delta T^2(a-b)(a-m)}{8N} + aT + \frac{N}{2\delta}. \quad (26)$$

Then, by assuming that the access delay of nodes arriving before time $t_1$ as negligible, the mean delay can be written as follows:

$$d_b = (E[t_{dep}] - E[t_{arr}])N(t_1,t_1]/N = \left( \frac{32\delta N^3T(2a-b-m) + 24\delta^2 N^2T^2(a-b)(a-m)}{96\delta N^3} \right) \left( \frac{-\delta^3 T^4(a-b)^2(a-m)^2 + 48N^4}{\sqrt{(b-a)(b-m)-a+b}} \right). \quad (27)$$

where $N(t_1,t_1]$ is the number of nodes arriving after time $t_1$.

VI. ESTIMATION ERROR ON THE CHANNEL CAPACITY

So far, we have assumed that the optimum load controller has the perfect information about the number of backlogged nodes in the network. If the base station makes a proportional error of $r$ such that is estimates the backlog as $gr$, it distributes an erred access probability of $\min(1, gr)$. If the base station estimates that there are less than $b$ backlogged users, i.e. $gr < p$, all of the $g$ nodes will transmit a preamble since the base station will broadcast $q = 1$. If the base station estimates that the number of nodes is greater than $p$, the base station will distribute $q = p/gr$ and will result in $p/r$ nodes to transmit a preamble. By modifying (2), the average number of nodes which will be successful at a RAO when there is an estimation error can be written as:

$$u^{err}(g, r) = \begin{cases} 
  g \left( \frac{1 - \frac{1}{p}}{g - 1} \right)^{g-1} & \text{if } gr < p \\
  p \left( \frac{1 - \frac{1}{p}}{g - 1} \right)^{g-1} & \text{if } gr \geq p.
\end{cases} \quad (28)$$

Then, the ratio of maximum number of successful nodes when there is an estimation error to the maximum number of successful nodes when there is no estimation error can be found by dividing (28) by (2) as:

$$\frac{u^{err}(g, r)}{u^s(g, r)} = \begin{cases} 
  1 & \text{if } gr < p \text{ and } g < p \\
  \frac{g}{p} \left( \frac{1 - \frac{1}{p}}{g - 1} \right)^{g-1} & \text{if } gr < p \text{ and } g \geq p \\
  \frac{1}{r} \left( \frac{1 - \frac{1}{p}}{g - 1} \right)^{g-1} & \text{if } gr \geq p \text{ and } g \geq p.
\end{cases} \quad (29)$$

Fig. 4 plots $u$ for $r = 1, r = 0.6$ and $r = 1.4$ as $g$ increases for $p = 54$ and $p = 20$. For low $g$, it can be seen that the estimation error does not change utilization since the base station distributes an access probability of $q = 1$ even if there is a significant estimation error. As $g$ increases, however, the estimation error starts to reduce the expected number of successful nodes. However, this reduction is not significant as the utilization function is a smooth function around its maximum point. For example, for $p = 54$, the utilization reduces at most 15% when $r = 0.6$, i.e. there is a 40% underestimation. If there is a 40% overestimation, the maximum reduction in the utilization is merely 5%. It can be said that overestimation is better than underestimation, so the estimators in practical load control algorithms should be more pessimistic about the number of backlogged nodes rather than being optimistic.

At the first sight, it can be inferred that the estimation accuracy is not crucial as the reduction in the system capacity is insignificant even if the estimation error is very large. However, the accuracy becomes important if the reduced system capacity causes the channel to become unstable. Numerical results presented in Sec. VIII-C show that the estimation error becomes crucial when the system is operating close its stability limits. In that case, a reduction in the capacity may cause an accumulation of backlog resulting in a severe access delay.

It should be noted that the estimation errors in practical systems may not be in the form of a proportional error; but, we leave further study of more complex error models as a future work.

VII. CHANNEL CAPACITY UNDER PERFECT CAPTURE

Up to this point, we have assumed that none of colliding preambles resulted in successful channel access. In practice, however, one of the interfering transmissions can be detected if the SNR is sufficiently high. For the perfect capture case,
in which one of the colliding preambles are detected with probability one, the preambles chosen by at least one node results in successful channel access. Then, for the optimal controller, the maximum channel utilization can be written as

\[ u^{cap} = p - p \left(1 - \frac{1}{p}\right)^p \approx p \left(1 - \frac{1}{e}\right), \quad \text{if } g \geq p. \quad (30) \]

as the probability of a preamble not selected by any of the \( p \) nodes can be written as \((1 - 1/p)^p\). Then, the channel capacity is increased to \( \delta^{cap} = p(1-1/e) \). It is possible to use this new capacity expression in the proposed delay analysis to obtain the delay in the case of perfect capture. It should also be noted that the load controller can further be optimized for a given probability of capture but we leave it as a future study.

VIII. NUMERICAL RESULTS

We evaluated the proposed bounds using an LTE random access simulator that we developed using MATLAB. We performed simulations for beta-distributed arrivals, uniformly distributed arrivals and for the simultaneous arrival of nodes by varying \( N \) between 5000 and 60 000 for \( T = 10 \) s. These scenarios have been used in the numerical evaluation of various load control algorithms in various studies and 3GPP documents [4], [9], [10], [24]. For beta-distributed arrivals, we selected the shape parameters as \( \alpha = 3 \) and \( \beta = 4 \) similar to [4]. We have simulated a simplified version of the random access procedure with the assumptions of perfect physical layer, no capture effect and no PDCCH congestion as described in Sec. III.

Fig. 5 shows the change in the average delay as \( N \) increases for different estimation accuracies about the number of backlogged nodes. The estimate at the base station is obtained by multiplying the actual number of backlogged nodes by a random factor. For example, to obtain a \( E = 40\% \) estimation error, the actual number of nodes is multiplied by a uniformly distributed random number between 0.2 and 1.8 such that the mean estimation error is 40\%. The estimation is computed independently for each RAO and the base station broadcasts the access probability based on this estimation. \( E = 0\% \) case implies that the base station has perfect information about the number of backlogged nodes. For this plot, \( p = 54 \) preambles are allocated for M2M traffic similar to previous studies [4] and the RAOs are presented once in \( \tau = 5 \) ms as defined by the PRACH Configuration Index 6 [38].

For the uniformly distributed traffic, Fig. 5 plots the proposed analysis given by (10) and (11) for the stable and the unstable backlog case, respectively. Analysis of the stable case is valid for \( N < 39 731 \) as found by (17) and the unstable backlog analysis is valid for \( N > 29 968 \) as given by (24). We note that the proposed bounds does not cover the mildly congested case which is between 17 043 < \( N < 29 968 \) for this set of parameters. For the simultaneous arrivals case, the figure plots the proposed delay expression given by (4).

A. Accuracy of the Proposed Bounds

The proposed analyses predict the delay very accurately for all traffic distributions for \( E = 0\% \). The average error is less than 1\% for the simultaneous arrival of nodes, less than 3\% for the beta-distributed traffic and less than 6\% for the uniformly distributed traffic. These results also suggest that the triangular distribution provides a good approximation for the analysis of the Beta distribution as far as the M2M traffic is considered.

B. Effect of the Arrival Distribution

According to (6) and (17), when the arrivals are beta-distributed, the number of nodes that can stably be supported over a fixed time interval is \( \frac{E}{d_a} = 0.43 \) times the number of nodes that can be stably supported when the arrivals are uniformly distributed. For the case we considered, uniformly-distributed arrival of 39 000 nodes can stably be supported by the random access channel but only 17 000 nodes can be supported when the arrivals are beta-distributed. Hence the network has to be significantly over-provisioned for the case that the arrivals are strongly synchronized.

Fig. 6 shows the ratio of average delay when the arrivals are simultaneous, \( d^s \), and beta-distributed, \( d_a \), to the delay when the arrivals are uniformly distributed, \( d_u \). For small \( N \), the backlog stays low for both the uniformly distributed and the beta-distributed traffic so their delay behavior is similar. For large \( N \), the delay of all distributions approach each other since the backlog is unstable regardless of the arrival distribution. The difference between the Beta and uniform distributions is more apparent between \( N = 17 043 \) and 39 731 where the backlog is stable for the uniformly distributed traffic but unstable for the beta-distributed traffic. For \( N = 32 500 \), for example, the mean delay is approximately 300 times more for the beta-distributed traffic in comparison to the uniformly distributed traffic for \( E = 0\% \).
Fig. 6. The ratio of average delay for the simultaneous arrivals and for the beta-distributed arrivals to the average delay for the uniformly-distributed arrivals.

Simultaneous arrivals set the upper bound of delay for a given number of nodes. Even for low $N$, the delay is significantly higher than the uniformly distributed arrivals. As $N$ increases, the delay of both the uniformly-distributed traffic and the beta-distributed traffic approaches to the delay of the simultaneous arrivals case.

C. Effect of the Estimation Error

Fig. 7 shows the percentage increase in delay when $E = 40\%$ as $N$ increases for all traffic distributions. For the simultaneous arrival of all users, the estimation error causes a 20\% increase in delay independent of the number of nodes. Since the channel is overloaded for all $N$, the increase in delay is proportional to the reduction in the channel capacity and is independent from the number of nodes.

For the uniformly distributed traffic, the average delay does not increase for $E = 40\%$ for $N \leq 35,000$. For small $N$, the estimation error does not cause an increase in delay because the base station broadcasts an access probability of one even if there is a significant estimation error. For example, if the backlog is estimated as 10 instead of 5 with a 100\% error, the base station still broadcasts $q^* = 1$ which is the optimum $q$ value for both $g = 5$ and $g = 10$.

For $N = 37,500$, close to the stability threshold of $N = 39,731$, the delay for $E = 40\%$ is 80 times more than the delay for $E = 0\%$ because the estimation error results a suboptimal utilization and causes an unstable backlog. This suggests that the estimation accuracy is very crucial if the channel load is close to its capacity limits. After this point, the delay increase due to the estimation error starts to reduce as $N$ increases and approach to the delay increase for simultaneous arrival of all users.

A similar behavior can be observed for the beta-distributed traffic: The delay does not increase due to estimation error for $N \leq 15,000$. Close to the stability limit, at $N = 20,000$, the delay is 3.5 times larger for $E = 40\%$. Such a sharp increase occurs when the channel is close to its stability limit. As $N$ increases, the increase in delay due to the estimation error starts to reduce.

From these results it can be inferred that the estimation accuracy is not crucial both when the system is lightly loaded and when the system is heavily overloaded. A pessimistic estimation error of 40\% results in a 20\% increase in delay when the system is heavily overloaded. There is no increase in delay when the system is not lightly loaded because all nodes should transmit a preamble. Close to the stability limit, however, the estimation accuracy becomes crucial since the reduction in the channel capacity may cause the backlog to be unstable.

D. Effect of the Frequency of RAOs

There are different LTE random access configurations which define different periods for RAOs ranging from 1 ms to 20 ms [2], [38]. Fig. 8 plots the average delay for different random access periods, $\tau$, for $E = 0\%$ along with the proposed bounds. The proposed bounds estimate the delay with less than 4\% average error for both traffic distributions. Fig. 9 plots the change in delay as the RAO period increases for the uniformly-distributed arrivals. The results suggest that it is possible to reduce delay several orders of magnitude by increasing the frequency of RAOs. For $N = 40,000$, the average delay reduces to 2.6 ms from 1 s when $\tau$ is reduced from 6 ms to 4 ms for the uniformly distributed arrivals. This dramatic reduction occurs since the backlog is stable for $\tau = 4$ ms and unstable for $\tau = 6$ ms. Similar significant changes in delay can be observed for different $N$. Hence, it can be said that significant improvements in delay can be obtained if the channel can be stabilized by increasing the frequency of RAOs.

E. Effect of the Number of Preambles Reserved for M2M

There are proposals for splitting the set of preambles for M2M and H2H traffic [28] which can be used adapt to
control the delay experienced by M2M or human devices. For that reason, we analyzed the change in the delay for different number of preambles allocated for M2M traffic, $p$, for $\tau = 5$ ms and $E = 0\%$ (Fig. 10). For the simulated points, the proposed analysis estimates the delay with less than 6\% average error. As it can be seen from Fig. 11, by increasing $p$, it is possible to obtain dramatic improvements in delay similar to the previous case. For example, for $N = 22,500$, the delay reduces from 1.1 s to 4.2 ms when the $p$ is increased from 25 to 35. Since both $p$ and $1/\tau$ affects the channel capacity in the same manner as it can be seen in (3), both system parameters can be tuned to adapt the access delay.

F. Effect of Backoff Parameters

Our analysis assumes that the nodes remain backlogged if their preamble transmissions are unsuccessful and there is no limit on the number of retransmissions. In practice, however, the nodes typically backoff after an unsuccessful preamble transmission and give up random access after reaching a limit on the retransmissions [20], [39], [40]. In the LTE standard, the backoff duration is determined by the eNodeB and broadcasted to all nodes.

To evaluate performance of the proposed delay bounds when there is a random backoff, we performed simulations for beta-distributed arrival of 10,000 and 30,000 nodes over a 10 s interval for $p = 54$ and $\tau = 5$ ms. In these simulations, the nodes backoff for a random number of RAOs uniformly distributed between 0 and $U$ both when their preamble transmissions are unsuccessful and when they are barred due to the access probability distributed by the base station. We denote the maximum allowable number of backoffs as $W$.

For lower values of $W$, most of the nodes give up channel access in the case of a congestion which we call as outage. This effect results in skewed statistics of access delay because the nodes which experienced the largest amount of delay gave
TABLE I

<table>
<thead>
<tr>
<th>N=10,000</th>
<th>N=30,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>U</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>∞</td>
<td>0</td>
</tr>
</tbody>
</table>

Bound (18): 0.379 ms  Bound (27): 0.712 s

up before accessing the channel. To perform a fair comparison, we constrained the outage probability to 1% and obtained the minimum \( U \) values which satisfies this constraint for a set of different \( W \) values.

Table I shows how the average delay changes for various values of \( W \) and \( U \) representing the averages of 1000 simulations. For lower values of \( W \), the backoff duration has to be high to satisfy the outage constraint. Due to the increasing backoff durations, the average delay experienced by the nodes increases as \( W \) reduces; and, the delay approaches to the lower bound as \( W \) increases.

It should be noted that the number of attempting nodes are still controlled by the optimum controller even if there is a backoff procedure; that is, a node can still be barred by the base station after becoming active following a backoff. Hence, the number of collisions do not increase even for lower values of \( U \).

For \( N = 10,000 \), the channel is lightly loaded and most nodes become successful on their first attempts resulting in a very low access delay around 1 ms. For \( N = 30,000 \), however, the channel is seriously loaded leading to access delays more than 0.7 s.

We note that the proposed analysis still provides a lower bound of delay when there is a backoff mechanism. In our simulations, the maximum backoff duration is kept fixed for the duration of the simulations. In practice, however, it is possible to optimize the backoff duration depending on the network load. Such an optimization is beyond the scope of this paper; but, the proposed bounds can also be used as a benchmark for studies on backoff parameter optimization as they still define the achievable lowest average delay.

IX. Conclusions

We proposed random access delay bounds for massive M2M traffic carried over LTE networks for both uniformly distributed and the beta-distributed M2M arrivals. Through the help of a triangular approximation, we obtained closed-form expression of average delay for beta-distributed arrivals for the first time to the best of our knowledge. Numerical results show that the proposed bounds model the delay very accurately for both distributions as the maximum average error is less than 6%.

Our results show that the channel should be significantly over-provisioned for the case of correlated M2M arrivals modeled by a Beta distribution in comparison to the uniformly distributed arrivals. Such correlated arrivals are likely to occur in M2M scenarios due to some external triggering event; and, our results indicate that the average delay experienced by beta-distributed M2M arrivals can be 300 times more than the average delay of uniformly distributed arrivals.

Our results also indicate that the estimation accuracy of the channel backlog is not crucial when the network is either lightly loaded or heavily overloaded; but, such an error may increase access delay as much as 80 times if the channel is operating close to its capacity limits. Besides, we show that overestimating the number of nodes is better than underestimation at the same error levels; so, practical load controllers should tend be pessimistic about the number of nodes.

We have also shown that the access delay can be reduced by several orders of magnitude if the frequency of random access opportunities and the number of preambles for M2M communication is tuned appropriately when the random access channel becomes unstable.

Moreover, we have derived the capacity of the optimum controller in the case of perfect capture where one of the colliding preambles can always be detected. This expression can be used to compute the best-case delay where the receiver can distinguish among the collided preambles.

We have also considered the effect of backoff parameters and limits on the average delay. Our results show that the average delay reduces as the maximum allowable number of backoffs increases and approaches to the proposed bounds. Hence, our results can also be used as a benchmark in future studies on backoff parameter optimization.
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