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https://medium.com/@hackerearth/7-artificial-intelligence-based-movie-characters-that-are-now-a-reality-d2b91b97d9be

Baymax - RIBA II

Johnny Cab -
Google self-driving 
car

Ava – Geminoid
(Hiroshi İshiguro)

HAL – IBM Watson Terminator -
Atlas robots

C-3PO -
Pepper

WALL-E -
Roomba



What are some successes of AI today?



Chess

https://en.wikipedia.org/wiki/Deep_Blue_(chess_computer)n-76882

1989 :  first chess program Deep Thought 
1996 : IBM’s supercomputer Deep Blue won against
World champion Gary Kasparov
2006 : Deep Fritz that works on a PC won against 
Vladimir Kramnik







Go

https://deepmind.com/research/alphago/

Expert chess player only 
in 4 hours

2015-2016: Google DeepMind’s 
AlphaGo won against world Go
Champions Lee Sedol and Ke Jie

19x19 game board, 
10170 possible combinations



The Artificial Intelligence That Solved Go
Nineteen years after Deep Blue won 
a chess match against a grand 
master, a Google team has created 
an A.I. that's able to win against 
professional players of the ancient 
Chinese strategy game of Go.
Last October, DeepMind's program, 
named AlphaGo, won all five games 
against Hui.

AlphaGo was built to deal with "any task that has a lot of data that is unstructured and you want 
to find patterns in the data and then decide what to do.
Even with recent advances, computers don't have the power to run all those possibilities. So, 
instead, AlphaGo learns smart moves by observing millions of top human games and by playing 
against itself. Then, when choosing a move during a game, it only searches within a narrower 
pool of possibilities that seem reasonable.



Perhaps the aspect of AI that captures the public’s imagination the most are in defeating 
humans at their own game. • In 1997, Deep Blue defeated Gary Kasparov, the world chess 
champion. In 2011, IBM Watson defeated two of the biggest winners (Brad Rutter and Ken 
Jennings) at the quiz show Jeopardy! (IBM seems to be pretty good at performing these kind 
of stunts.) • One could have argued that Deep Blue won simply by the sheer force of its 
computation prowess, whereas winning Jeopardy! involved understanding natural language, 
and this defeat hit closer to home.



https://en.wikipedia.org/wiki/Watson_(computer)



What can AI do for you?

• Instead of asking what AI is, let us turn to the 
more pragmatic question of what AI can do for 
you. We will go through some examples where 
AI has already had a substantial impact on 
society.







If you want to read a news article in another language, you can turn to machine translation.



Speech and natural language

https://www.skype.com/en/features/skype-translator/

Google Translate App

• Translate between 103 languages by typing
• Offline: Translate 52 languages when you 

have no Internet
• Instant camera translation: Use your camera 

to translate text instantly in 30 languages
• Camera Mode: Take pictures of text for 

higher-quality translations in 37 languages
• Conversation Mode: Two-way instant speech 

translation in 32 languages
• Handwriting: Draw characters instead of 

using the keyboard in 93 languages
https://play.google.com/store/apps/details?id=com.google.android.apps.translate&hl=en

https://www.skype.com/en/features/skype-translator/
https://play.google.com/store/apps/details?id=com.google.android.apps.translate&hl=en




When you deposit a check at an ATM, handwriting recognition is employed 
to automatically figure out the deposit amount.



Computer Vision

•Computer Eyesight Gets a Lot More Accurate, 
NY Times Bits blog, August 18, 2014 

http://bits.blogs.nytimes.com/2014/08/18/computer-eyesight-gets-a-lot-more-accurate/


Computer Vision

•Facebook accessibility tools for the visually impaired

AI beats human pathologists at detecting 
cancer

Technology behind Snapchat lenses

https://www.theverge.com/2016/4/5/11364914/facebook-automatic-alt-tags-blind-visually-impared
https://www.theverge.com/2016/4/5/11364914/facebook-automatic-alt-tags-blind-visually-impared
https://www.digitaltrends.com/photography/snapchat-selfie-lens-computer-vision-technology/




DARPA Robotics Challenge (2015)

http://www.popularmechanics.com/technolog
y/robots/a15907/best-falls-from-darpa-robot-
challenge/

https://www.youtube.com/watch?v=g0TaYhjpOfo

http://www.popularmechanics.com/technology/robots/a15907/best-falls-from-darpa-robot-challenge/
https://www.youtube.com/watch?v=g0TaYhjpOfo


Towel-folding robot

• J. Maitin-Shepard, M. Cusumano-Towner, J. Lei and P. Abbeel, Cloth Grasp Point Detection based 
on Multiple-View Geometric Cues with Application to Robotic Towel Folding, ICRA 2010

• More clothes folding

YouTube Video

https://people.eecs.berkeley.edu/~pabbeel/papers/Maitin-ShepardCusumano-TownerLeiAbbeel_ICRA2010.pdf
http://rll.berkeley.edu/iser2012-folding/
http://www.youtube.com/watch?v=gy5g33S0Gzo&NR=1


http://spectrum.ieee.org/automaton/robotics/robotics-software/us-senator-calls-robot-projects-wasteful

http://spectrum.ieee.org/automaton/robotics/robotics-software/us-senator-calls-robot-projects-wasteful


Deep sensorimotor learning

YouTube video

S. Levine, C. Finn, T. Darrell and P. Abbeel, End-to-end training of deep visuomotor policies, JMLR 2016

https://www.youtube.com/watch?v=JCjTQfy0h8w
http://arxiv.org/pdf/1504.00702


Research in autonomous cars started in the 1980s, but the technology wasn’t there. • Perhaps 
the first significant event was the 2005 DARPA Grand Challenge, in which the goal was to have a 
driverless car go through a 132-mile off-road course. Stanford finished in first place. The car was 
equipped with various sensors (laser, vision, radar), whose readings needed to be synthesized 
(using probabilistic techniques that we’ll learn from this class) to localize the car and then to 
generate control signals for the steering, throttle, and brake. • In 2007, DARPA created an even 
harder Urban Challenge, which was won by CMU. • In 2009, Google started a self-driving car 
program, and since then, their self-driving cars have driven over 1 million miles on freeways and 
streets. • In January 2015, Uber hired about 50 people from CMU’s robotics department to build 
self-driving cars. • While there are still technological and policy issues to be worked out, the 
potential impact on transportation is huge.





With the rise of mobile devices, smart cars and homes, and improvements in speech 
recognition, we will be able to interact with computers using natural language and gestures. 
Imagine coming home and saying: ”what do I need to buy for tomorrow’s picnic and where can I 
do that now?” • Currently, Apple’s Siri, Google Now, and Microsoft Cortana provide a first stab at 
this problem, handling mostly simple utterances and actions (e.g., setting an alarm, sending a 
text, etc.) The technology is still in its infancy, but it is an exciting and a rapidly moving field.



Mathematics
• In 1996, a computer program written by researchers at 

Argonne National Laboratory proved a mathematical 
conjecture unsolved for decades 

• NY Times story: “[The proof] would have been 
called creative if a human had thought of it”

• Mathematical software:

http://www.nytimes.com/library/cyber/week/1210math.html


Logistics, scheduling, planning

• During the 1991 Gulf War, US forces deployed an 
AI logistics planning and scheduling program that 
involved up to 50,000 vehicles, cargo, and people 

• NASA’s Remote Agent software operated the 
Deep Space 1 spacecraft during two experiments 
in May 1999

• In 2004, NASA introduced the MAPGEN system to 
plan the daily operations for the Mars Exploration 
Rovers

http://ti.arc.nasa.gov/tech/asr/planning-and-scheduling/remote-agent/
http://www.nasa.gov/centers/ames/research/exploringtheuniverse/exploringtheuniverse-mapgen.html




Im2Calories: Towards An Automated 
Mobile Vision Food Diary
Austin Myers et al. ICCV 2015



AI in Healthcare

https://www.healthcentral.com/slideshow/8-ways-artificial-intelligence-is-affecting-the-medical-field
futurism.media/artificial-intelligence-in-medicine

https://www.healthcentral.com/slideshow/8-ways-artificial-intelligence-is-affecting-the-medical-field


Robotic surgery

https://thenextweb.com/science/2018/06/19/a-robot-operated-on-a-human-eye-for-the-first-time-ever/
https://www.cs.cmu.edu/~heartlander/index.html

Da Vinci robot

Eye surgery in University of Oxford’

Heartlander mini robot on heart

Less invasive
Less complication
Faster recovery

https://thenextweb.com/science/2018/06/19/a-robot-operated-on-a-human-eye-for-the-first-time-ever/


Robotic or Virtual Nurses

Molly

Pepper

Pearl

RIBA



Rehabilitation / physyotherapy

https://www.technologyreview.com/s/603614/a-robot-physical-therapist-helps-kids-with-cerebral-palsy/

https://medium.com/@coviu/artificial-intelligence-for-physiotherapy-1f22fb4ac5f

HAL exoskeleton



Medical Diagnosis https://en.wikipedia.org/wiki/Medical_diagnosis

http://www.spiegel.de/international/world/bild-1221543-1323685.html



http://www.popsci.com/how-deep-learning-technology-could-be-next-step-in-cancer-detection

“A new feature in Samsung Medison’s
ultrasound system uses a deep-
learning algorithm to make 
recommendations about whether a 
breast abnormality is benign or 
cancerous. The “S-Detect for Breast” 
feature is now included in an upgrade 
to the company’s RS80A ultrasound 
system and is commercially available 
in parts of Europe, the Middle East 
and Korea and is pending FDA 
approval in the U.S.”

http://news.mit.edu/2018/AI-identifies-dense-tissue-breast-cancer-mammograms-1016

Detecting and classifying lesions in mammograms with Deep Learning
Dezső Ribli, Anna Horváth, Zsuzsa Unger, Péter Pollner & István Csabai , 2018

Radiology and 
Ultrasound images

https://www.nature.com/articles/s41598-018-22437-z


Retina analysis

“Working closely with doctors both in India and the US, we created a development dataset of 128K images 
which were each evaluated by 3-7 ophthalmologists from a panel of 54 ophthalmologists. This dataset was 
used to train a deep neural network to detect referable diabetic retinopathy. The results show that our 
algorithm’s performance is on-par with that of ophthalmologists.”



Deep Learning for Identifying Metastatic Breast Cancer
Dayong Wang et al. 2016

20 Gigapixel
images

Detecting Cancer Metastases on Gigapixel
Pathology Images, Yun Liu et al. 2017

We showed that it is possible to 
train a model that either matched 
or exceeded the performance of a 
pathologist who had unlimited 
time to examine the slides.”

We obtain AUC of 0.925 for whole 
slide image  classification and a score 
of 0.7051 for tumor   localization. 
Combining our deep learning 
system’s predictions with the human 
pathologist’s diagnoses increased his 
AUC to  0.995, representing an 
approximately 85%   reduction in 
human error rate.



Dermatologist-level classification of skin 
cancer with deep neural networks
Andre Esteva et al. Nature 542, 2017

“We train a CNN using a dataset of 129,450 clinical 
images—two orders of magnitude larger than 
previous datasets—consisting of 2,032 different 
diseases. We test its performance against 21 board-
certified dermatologists on biopsy-proven clinical 
images with two critical binary classification use 
cases: keratinocyte carcinomas versus benign 
seborrheic keratoses; and malignant melanomas 
versus benign nevi.” 



https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3197108/

Artificial Intelligence and Google’s Radar Technologies to Noninvasively Measure Glucose Levels

https://www.wearable-technologies.com/2018/09/artificial-intelligence-and-googles-radar-technologies-to-noninvasively-measure-glucose-levels/



With activity analysis 
Parkinson diagnosis 
can be done in 3 
minutes instead of 30 
minutes

An example of a therapy session 
augmented with humanoid robot 
NAO [SoftBank Robotics], which was 
used in the EngageMe study. Tracking 
of limbs/faces was performed using 
the CMU Perceptual Lab's OpenPose
utility.
Image: MIT Media Lab
http://news.mit.edu/2018/personalized-deep-learning-equips-
robots-autism-therapy-0627



Detection and Computational Analysis of 
Psychological Signals (DCAPS)

http://medvr.ict.usc.edu/projects/dcaps/



http://www.brain-power.com/autism/





Characteristics of AI tasks

• High societal impact (affect billions of people)
Diverse (language, games, robotics)
Complex (really hard)



What accounts for recent successes in AI?

• Faster computers
• The IBM 704 vacuum tube machine that played chess 

in 1958 could do about 50,000 calculations per 
second

• Deep Blue could do 50 billion calculations per second
– a million times faster!

• Dominance of statistical approaches, machine 
learning

• Big data
• Crowdsourcing















https://www.cbinsights.com/research/artificial-intelligence-top-startups/

January 2017

https://www.cbinsights.com/research/artificial-intelligence-top-startups/




Historical themes
• Boom and bust cycles
• Periods of (unjustified) optimism followed by 

periods of disillusionment and reduced funding
• Silver bulletism (Levesque, 2013):
• “The tendency to believe in a silver bullet for AI, 

coupled with the belief that previous beliefs about 
silver bullets were hopelessly naïve”

• Image problems
• AI effect: As soon as a machine gets good at 

performing some task, the task is no longer 
considered to require much intelligence 

• AI as a threat?

http://www.cs.toronto.edu/~hector/Papers/ijcai-13-paper.pdf
http://en.wikipedia.org/wiki/AI_effect


http://www.theguardian.com/technology/2014/aug/06/robots-jobs-artificial-intelligence-pew

http://www.theguardian.com/technology/2014/aug/06/robots-jobs-artificial-intelligence-pew


According to many articles and popular books, it seems like human-level AI is right 
around the corner, for better or for worse.



http://www.v3.co.uk/v3-
uk/news/2419567/ai-
weapons-are-a-threat-to-
humanity-warn-hawking-
musk-and-wozniak

http://www.v3.co.uk/v3-uk/news/2419567/ai-weapons-are-a-threat-to-humanity-warn-hawking-musk-and-wozniak


https://deepmind.com/research/alphago/



Videos
• http://www.analyticsvidhya.com/blog/2015/11/7-watch-

documentaries-statistics-machine-learning/

• https://dotsub.com/view/24206765-772f-4f6d-a040-45477beb4b9c

• https://www.youtube.com/watch?v=VBceREwF7SA

• https://www.youtube.com/watch?v=J71XWkh80nc

• https://www.youtube.com/watch?v=ysU56JzBjTY&list=PLD2615775
12C9F720&index=1

http://www.analyticsvidhya.com/blog/2015/11/7-watch-documentaries-statistics-machine-learning/
https://dotsub.com/view/24206765-772f-4f6d-a040-45477beb4b9c
https://www.youtube.com/watch?v=VBceREwF7SA
https://www.youtube.com/watch?v=J71XWkh80nc
https://www.youtube.com/watch?v=ysU56JzBjTY&list=PLD261577512C9F720&index=1


Reading Assignments
• Alan Turing, Computing Machinery and Intelligence, 

(1950). 
• Herbert A. Simon, The Arhitecture of Complexity, In 

Proc. The American Philosophical Society, 196(6), 
(1962). 

• David Marr, Artificial Intelligence -- A Personal View, 
MIT AIM 355, (1976). 

• Rodney Brooks, Intelligence without representation, 
Artificial Intelligence, 47 (1-3): 139–159, (1991). 

• Randall Davis, Howard Shrobe, Peter Szolovits, What Is 
a Knowledge Representation?, AI Magazine, 14(1):17-
33, (1993). 


