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Decision Trees

You Dropped Food on the Floor
Do You Eat It?
|

Was it sticky?— No. — Did anyone see you? — YES.

"‘[°~ Y\£5. /

Was it a

) N boss/lover/parent? — NO:

Is it an Isita |
Emavsaurus? raw steak? YES.
/ | \ N |
No. No. YES. Was it expensive?
(; il t_hc/ Tt | [
i ca
YES lick it? :{‘;::; N\o.

Are you a : 2
. qlosaufus? Is it bacon?
C‘S YES No l \

YES.

YES No
_ \l EHT / DON'T JJ \

IT.| \eAT IT

CALL

v

YOUR J

EAT
LT

E=YES:

\

Can you cul OfFf
the part
that touched
the floor?

N

YES. No.

S

NS EAT
LT




-
Synonyms

Decision Trees

Classification and Regression Trees (CART)

Algorithms for learning decision trees:
— ID3
— C45

Random Forests
— Multiple decision trees
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Machine Learning in the ER
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Can we predict infection?

Triage Information
(Free text)

Many crucial decisions
about a patient’s care are
made here!
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Can we predict infection

* Previous automatic approaches based on simple criteria:

- Temperature < 96.8 °F or > 100.4 °F
- Heart rate > 90 beats/min
- Respiratory rate > 20 breaths/min

- Too simplified... e.g., heart rate depends on age!

Maxamum Heart Rate for Ages by Vanows Formulag

A0

190
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Can we predict infection?

- These are the attributes we have for each patient:

- Temperature

- Heart rate (HR)

- Respiratory rate (RR)

- Age

- Acuity and pain level

- Diastolic and systolic blood pressure (DBP, SBP)
- Oxygen Saturation (Sa02)

- We have these attributes + label (infection) for

200,000 patients!

- Let’s learn to classify infection
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Predicting infection usin

TriageTemp <= 100.9500
error = (.38 1403449605
samples = 1657
| value =] 425. 1232,

4—

Age == 41 5000
error = (465677281203

sumples

value = [ 266, 460 ]

L'}

TriageHR <= 108 5000
error = (496029801
samples = 303
vilue =[ 138, 1635

TriagePain <= 0.5000
error = (1425890537283
samples = 426
value =[ 131, 295)]

al

N

errar = (4970
samples = 16%

value = | 91, T8.]

error = (L4554
samples = 134
value = 47, 87.]

error =0.3471
samples = 170
value =| 38, 132.]

£y
TriageSBP <= 1125000
error = 0. 279689357907
samples = 928
valve =[ 156, 772.]

error =(0.1413
samples = 183
value = | 14, 169.]

o~

TringeTemp <= 1014500
error = (1L 30E548263592
samples = 745
value = [ 142, 603 ]

l

error =0 46261 5066797

TrageHR <= 98 5000

samples = 256
valug=[ 93, 163]

Ape <= 51.5000
error = (1. 36666800608
samples = 244
value = 59, 185

TriageRR <= 185000
error = 0.276445113764
samiples = 50
value =[ 83, 418.]

g

/

g decision trees

R

crror = (L4586
samples = 132
value = | 55. 77.

ervor =0,425]
samples = 124
vilue = | 35, 86.]

error = 04064
samples = 141
value = | 4. 101.]

error = 03009
samples = 103
value = | 19, 84 ]

emor =03118
samples = 326
value = 63, 263]

emror = 0.2024
samples = 175
value =| 20. 155]
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Example: Image Classification

A decision tree

part blue?

Is bottom
part green?

Is bottom
part blue?

)
S
S

[Criminisi et al, 2011]
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Example: Mushrooms

Mushroom cap shapes

convex bell-shaped conical knobbed flat sunken

T

smooth velvety hairy or fibrous  raised scales flat scales patches

Mushroom cap surfaces

Annular rings

sheathing double cobwebby ring zone

http://mwww.usask.ca/biology/fungi/




Mushroom features

1. cap-shape: bell=b, conical=c, convex=x, flat=f, knobbed=k
sunken=s

2. cap-surface: fibrous=f, grooves=g, scaly=y, smooth=s

3. cap-color: brown=n, buff=b, cinnamon=c, gray=g, green=t,
pink=p,purple=u, red=e, white=w, yellow=y

4. bruises?: bruises=t,no=f

5. odor: almond=a, anise=l, creosote=c, fishy=y, foul=f,
musty=m, none=n, pungent=p, spicy=s

6. gill-attachment: attached=a, descending=d, free=f,
notched=n

7. ..

NUZ Auar Ag DS
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Two mushrooms

X1=X,5, n;t: prfr cn, k,e,e,S,S,W,W, P,W,0,pP, k) S,u

Y1=P

X2=X,S,y,t,a,f, C, brk;e; C,5,5,W,W,p,w,0,p,n,Nn,§

Y,=¢€

W N

. cap-shape: bell=b,conical=c,convex=x,flat=f,

knobbed=k,sunken=s

cap-surface: fibrous=f,grooves=g,scaly=y,smooth=s
cap-color:
brown=n,buff=b,cinnamon=c,gray=g,green=r,
pink=p,purple=u,red=e,white=w,yellow=y




R
Pose Estimation

e Random Forests!
— Multiple decision trees
— http://youtu.be/HNkbG3KsY 84

SEASON'TWO

(C) Dhruv Batra 13


http://youtu.be/HNkbG3KsY84

Learning Decision Trees

Decision trees provide a very popular and efficient hypothesis space.

e Variable Size. Any boolean function can be represented.
e Deterministic.

e Discrete and Continuous Parameters.



Decision Tree Decision Boundaries

Decision trees divide the feature space into axis-parallel rectangles, and label each rectangle

with one of the K classes.

X2A 1 x2 <3
1 /\
6 x1 <4 x1<3
1
1 1 /\ /\
0 0 1 x2 <4 1
4 0 /\
0 1
0 1
0
0
5 1
0 1
0 1
0 =



Decision Trees Can Represent Any Boolean Function

X2A

1

0

x1 <0.5

/\

x2 < 0.5 x2 < 0.5

The tree will in the worst case require exponentially many nodes, however.



Decision Trees Provide Variable-Size Hypothesis Space

As the number of nodes (or depth) of tree increases, the hypothesis space

grows

e depth 1 (“decision stump”) can represent any boolean function of one feature.

e depth 2 Any boolean function of two features; some boolean functions involving three

features (e.g., (x1 A z9) V (—z1 A —z3)

e etc.



R
A small dataset: Miles Per Gallon

mpg cylinders displacement 'horsepower weight acceleration |modelyear maker

Su ppose We Want good 4 low low low high 75t078  |asia
. bad 6 medium medium medium  medium 70to74  america
to predlct M PG bad 4 medium medium medium low 75t078  europe
bad 8 high high high low 70to74  america
bad 6 medium medium medium  medium 70to74  america
bad 4 low medium low medium 70to74  asia
bad 4 low medium low low 70to74  asia
bad 8 high high high low 75to78  america
bad 8 high high high low 70to74  america
good 8 high medium high high 79to83  america
bad 8 high high high low 75to78  america
good 4 low low low low 79to83  america
bad 6 medium medium medium  high 75to78  america
good 4 medium low low low 79to83  america
good 4 low low medium  high 79to83  america
bad 8 high high high low 70to74  america
good 4 low medium low medium 75t078  europe
bad 5 medium medium medium  'medium 75t078  europe

40 Records

From the UCI repository (thanks to Ross Quinlan)
(C) Dhruv Batra Slide Credit: Carlos Guestrin 18
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- Each internal node

tests an attribute x; /M
- Each branch 374 5 g

- To classify input x:

Hypotheses: decision trees f:X—Y

Cylinders

assigns an d/ / LN >
' 00 d d
attribute value x=v °

Maker Horsepower

- Each leaf assigns a ZON O

america  asia europe low med high
class y S | NS l \
bad good good bad good bad

traverse the tree

from root to leaf, _ '
output the labeled y Human interpretable!




-
A Decision Stump

mpg values: bad good

root

22 18

cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8

0 0 4 17 1 0 8 0 9 1

Predict bad  Predict good Predict bad Predict bad Predict bad

(C) Dhruv Batra Slide Credit: Carlos Guestrin 20



mpg values: bad  good T | f' I t
roiot e I I l a. re e
22 18
cylinders = 3 || cylinders = 4 cylinders =5 | cylinders =6 | cylinders = 8
oo 4 17 1 0 g 0 9 1
Predict bad Predict bad  Predict bad

/ /

maker = america || maker = azia maker = europe | horsepoyver = lovy || horseposwer = medium || horseposwer = high
o 10 2 4 2 2 oo o1 9 0
Predict good Predict bad Predict good Predict bad

horsepower = 0w

o 4

Predict good

horsepower = medium

21

horsepower = high

oo

accelerstion = lows

1 0

acceleration = medium

01

accelerstion = high

11

Fredict bad

Fredict bad

Predict good

1 0

acceleration = lowe

Predict bad

acceleration = medium
1 1

(unexpandable)

acceleration = high

oo

modelyear = 70to74
o1

modelyear = 75ta7 5
1 0

modelyear = T3tog3
oo

Predict bad

Predict bad

Predict good

Predict bad

Predict bad

(C) Dhruv Batra

Slide Credit: Carlos Guestrin
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Comments

« Not all features/attributes need to appear in the tree.

» A features/attribute X; may appear in multiple
branches.

« On a path, no feature may appear more than once.
— Not true for continuous features. We'll see later.

 Many trees can represent the same concept

 But, not all trees will have the same size!
- e.g., Y =(A"B) v (-A"C) (A and B) or (not A and C)

(C) Dhruv Batra 22



-
Learning decision trees iIs hard!!!

« Learning the simplest (smallest) decision tree is an
NP-complete problem [Hyafil & Rivest '76]

* Resort to a greedy heuristic:
— Start from empty decision tree
— Split on next best attribute (feature)

— Recurse
» “lterative Dichotomizer” (ID3)
« C4.5 (ID3+improvements)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 23



Recursion Step

mpg values: bad good

root
9o 18 | Records
in which
cylinders
=4
cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8
00 4 17 10 8 0 9 1 Records
Predict bad  Predict good Predict bad Predict bad  Predict bad in which
cylinders
Take the And partition it =9
Original according
Dataset.. to the value of the Records
attribute we split on in which
cylinders
=6
Records
in which
cylinders
=8

(C) Dhruv Batra Slide Credit: Carlos Guestrin 24



Recursion Step

mpg values: bad good
root
22 18
cylinders = 3 cylinders = 4 cylinders = 5 cylinders = 6 || cwylinders = &8
o o 4 17 1 0O 8 0O 2 1
Predict bad Pregict good Pr ict bad Pr ict bad Pgdict bad
Build tree from Build tree from Build tree from Build tree from
These records.. These records.. These records.. These records..

Records in
Records in which cylinders
which cylinders =8
Records in =6

Records in . .
: . which cylinders
which cylinders _§
=4 -

(C) Dhruv Batra Slide Credit: Carlos Guestrin 25
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Second level of tree

mpyg values: bad good

root

22 18

cylinders = 3 | cylinders = 4 cylinders =5 || cylinders = b (| cylinders =5

o o 4 17 1 0 g 0O 81

Fredict bad Fredict bad Fredict bad

/

maker = america || maker = asia | maker = europe || horsepower = low || harsepower = medium || harsepower = high

o 10 2 5 2 2 0o 0 1 8 0

Fredict good redict good  Predict bad Fredict bad Fredict good Fredict bad

(Similar recursion in the

Recursively build a tree from the seven
other cases)

records in which there are four cylinders and
the maker was based in Asia

(C) Dhruv Batra Slide Credit: Carlos Guestrin 26



mpg values: bad  good T | f' I t
roiot e I I l a. re e
22 18
cylinders = 3 || cylinders = 4 cylinders =5 | cylinders =6 | cylinders = 8
oo 4 17 1 0 g 0 9 1
Predict bad Predict bad  Predict bad

/ /

maker = america || maker = azia maker = europe | horsepoyver = lovy || horseposwer = medium || horseposwer = high
o 10 2 4 2 2 oo o1 9 0
Predict good Predict bad Predict good Predict bad

horsepower = 0w

o 4

Predict good

horsepower = medium

21

horsepower = high

oo

accelerstion = lows

1 0

acceleration = medium

01

accelerstion = high

11

Fredict bad

Fredict bad

Predict good

1 0

acceleration = lowe

Predict bad

acceleration = medium
1 1

(unexpandable)

acceleration = high

oo

modelyear = 70to74
o1

modelyear = 75ta7 5
1 0

modelyear = T3tog3
oo

Predict bad

Predict bad

Predict good

Predict bad

Predict bad

(C) Dhruv Batra

Slide Credit: Carlos Guestrin
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What functions can be represented*

- Decision trees can A B AxorB
represent any function of PR
the input attributes! Pl
- For Boolean functions, path (Figure from Stuart Russell
to leaf gives truth table row
. Cylinders
- But, could require /\\
exponentially many 3,4 56 s
nOdeS e good t;ad Bad Horsepower
I\
america asia europe low med high
r I ™ d I ™
bad good good bad good bad

cyl=3 v (cyl=4 A (maker=asia v maker=europe)) v ...




Are all decision trees equal?

- Many trees can represent the same concept

- But, not all trees will have the same size
- e.g.,p=(AAB)v(-AA C) — ((A and B) or (not A and C)

A B
N SN
B C C C
A\BRYAN /N N
+ - 4 - - A A -

t/\f t/\f
- Which tree do we prefer? +/\_ _/\+




-
Choosing a good attribute

X, | X, | Y
T | T
T | F
T | T
T | F
F | T
F | F
F | T
F | F

(C) Dhruv Batra Slide Credit: Carlos Guestrin 30



Splitting: Choosing a good attribute

- Would we prefer to split on Xy or
X2?

t/x1\f tx2 f
Y=t:4  y=t:1 Y=t:3  vy=t:2
Y=f:0 Y=f:3 Y=f:1 Y=f:2

Idea: use counts at leaves to
define probability distributions,
SO wWe can measure uncertainty!

X1 | X
T | T
T | F
T | T
T | F
F | T
F | F
F | T
F|F

Y




-
Measuring uncertainty

« Good split if we are more certain about classification
after split
— Deterministic good (all true or all false)

— Uniform distribution bad

(C) Dhruv Batra

P(Y=F|X,=T)= |P(Y=T|X,=T)= Ny
0 1 '
0
F T
1
P(Y=F | X,=F) = P(Y=T | X,=F) = 05
1/2 1/2 J u
0

32



-
Entropy

Entropy H(X) of a random variable Y
k

H(Y)=-) P =y;)loga P(Y =y;)
i=1

More uncertainty, more entropy!

Information Theory interpretation: H(Y) is the expected number of bits needed
to encode a randomly drawn value of Y (under most efficient code)

10T

Entropy(S)
o
(¥, ]

(C) Dhruv Batra Slide Credit: Carlos Guestrin
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High, Low Entropy

- “High Entropy”
- Y is from a uniform like distribution
- Flat histogram
- Values sampled from it are less predictable

- “Low Entropy”
- Y is from a varied (peaks and valleys)
distribution
- Histogram has many lows and highs
- Values sampled from it are more predictable




Entropy of a coin flip

Entropy Example

Entropy

k
H(Y) = - Y P(Y = y;)logs P(Y = y;)

1=1

P(Y=t) = 5/6 X, | X, | Y
P(Y=f) = 1/6

H(Y) = - 5/6 log, 5/6 - 1/6 log, 1/6
= 0.65




Conditional Entropy

Conditional Entropy H(Y |X) of a random variable Y conditioned on a
random variable X

v k
HY | X)=-) P(X=ua;)) PY =y;| X=2z;)loga P(Y =y; | X = z;)
=1 i=1
Example X X X Y
X .
p t/1\f T | T
T|F
P(X1=t) = 4/6 Y=t: 4 Y:t "1

P(X,=f) = 2/6 Y=f: 0 y=f. 1 L
T|F
H(Y|X,) = - 4/6 (1 log, 1 + 0 log, 0) FlT
- 206 (1/2 log, 1/2 + 1/2 log, 1/2) FI1F

= 2/6




Information gain

* Decrease in entropy (uncertainty) after splitting

IG(X)=H(Y) - H(Y | X)

In our running example:

IG(X4) = H(Y) = H(Y|Xy)
= 0.65-0.33

IG(X,) > 0 = we prefer the split!

X1 | Xy
T T
T|F
T T
T|F
FlT
F|F

Y




-
Information gain

« Advantage of attribute — decrease in uncertainty
— Entropy of Y before you split

— Entropy after split

« Weight by probability of following each branch, i.e., normalized number of
records

v k
HY |X)=—-) P(X=uz;)) PY =y | X=2x5)1002 P(Y =y; | X = z;)
j=1 i=1

 Information gain is difference IG(X) = H(Y) — H(Y | X)
— (Technically it's mutual information; but in this context also referred to
as information gain)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 38



-
Learning decision trees

« Start from empty decision tree

« Split on next best attribute (feature)
— Use, for example, information gain to select attribute

— Spliton argmaxIG(X;) = argmax H(Y) — H(Y | X;)
1 (/

e Recurse

(C) Dhruv Batra Slide Credit: Carlos Guestrin 39



Infarmation gains using the training set (40 recaords)

S u p pose We Want mpg values: bad  good
tO I’ed | Ct M PG Int Walue Diztribution Info Gain
p cylinders 3 0506731
4 I
5 I
2 I
& I
displacemert lowe (| NG 0223144
Look at all the ot
ign
. .
I n f O rm atl O n horzepower o _ 0337605
medivim _
. high | R
g a I n S - = = weight ow [ O.:02015
medium _
ign
acceleration low (|| N 00542083
medium (|
high [N
modetvear  70to74 [ 0 257054
7ato7s [
7ace: |
triaker america (|| NG 00457265
asia [

(C) Dhruv Batra Slide Credit: Carlos Guestrin 40



-
When do we stop?

(C) Dhruv Batra 41



roiot

22 18 I l e
cylinders = 3 || cylinders = 4 cylinders =5 | cylinders =6 | cylinders = 8
oo 4 17 1 0 g 0 9 1
Predict bad Predict b redict bad

/

Predict bad

/
I y . . mak, ﬂnrsepnwer = oy [[horzepower = medium || horzeposwer = high
Don't split a - . oo
N Ode |f a_| | Predict bad Predict good Predict bad
matching
Imedium horsepower = high || acceleration = lowe || acceleration = medium || accelerstion = high
records have . - o .
th e same Predict bad Predict bad Predict good
output value
fnedium || acceleration = high || modelyear = To74 || modelyear = 75ta?78 || modelyear = 79083
1 0 | 1 1 oo a1 1 0 oo
Predict bad (unexpandable) Predict bad Predict good Predict bad Predict bad

(C) Dhruv Batra

Slide Credit: Carlos Guestrin
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R
Base Case Two:
No attributes can

dlStIﬂgUISh = = 5 | cylinders = 6 | cviindsrs =5 |
| £ 3 =1 Don't split a
Predict had / Predict had  Predict bad nOde |f none
maker = america || maker = azia maker = europe | horsepovver = lovy || horsepong Of the
0 10 2 9 2 2 0 0 o 1| attributes can
Predict good Predict bad Predict god Create

horsepower = low (| horsepovwer = medium | horsepower = high || accelerstio m u Itl p I e n O n B
04 2 1 00 1 em pty

\/ "= children

acceleration = low || acceleration = Whigh modelyear = T0toT4 (| modelyear = T5to78 || modelyear = o83
oo

1 0 1 1 o1 1 0 oo
Predict bad (unexpandable) Predict bad Predict good Predict bad Predict bad
Predict bad

(C) Dhruv Batra Slide Credit: Carlos Guestrin 43



R
Base Cases

« Base Case One: If all records in current data subset have the same
output then don’t recurse

 Base Case Two: If all records have exactly the same set of input
attributes then don’t recurse

(C) Dhruv Batra Slide Credit: Carlos Guestrin 44
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Base Cases: An idea

« Base Case One: If all records in current data subset have the same
output then don’t recurse

 Base Case Two: If all records have exactly the same set of input
attributes then don’t recurse

Proposed Base Case 3:

If all attributes have zero information
gain then don'’t recurse

*Is this a good idea?

(C) Dhruv Batra Slide Credit: Carlos Guestrin 45
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The problem with Base Case 3

y=aXORDb

R P OO
R ORO
OrrO

_ _ _ The resulting decision
The information gains:

tree:

Information gains using the training set (4 records) y Va|u55: D ’1
y values: 0 1
Input Value Distribution Info Gain FDDt
a o [N o

1 2 2
oo | o |

| — Fleeliat 0

(C) Dhruv Batra Slide Credit: Carlos Guestrin 46



s
If we omit Base Case 3:

a b |y y=aXORDb

O O O
O 1 1 y walues: O 1
1 O 1
1 1 0O root
22
The resulting decision tree:
a=10 a=1

AL N

b=0 b=1 b=0 b=1
10 o 1 o 1 10

Fredict 0 Predict 1 Predict 1 Predict O

(C) Dhruv Batra Slide Credit: Carlos Guestrin 47



R EEEEEEEE—————
Basic Decision Tree Building Summarized

BuildTree(DataSet,Output)

« If all output values are the same in DataSet, return a leaf node that
says “predict this unique output”

« If all input values are the same, return a leaf node that says “predict the
majority output”

« Else find attribute X with highest Info Gain

« Suppose X has ny distinct values (i.e. X has arity ny).
— Create and return a non-leaf node with ny children.
— The ith child should be built by calling
BuildTree(DS;,Output)

Where DS, built consists of all those records in DataSet for which X = ith
distinct value of X.

(C) Dhruv Batra Slide Credit: Carlos Guestrin 48



output = DecisionTree(data)
-If(data.out is all one label) then return that label.
-If(data.in are identical) then return majority label.
-Split on next best feature (call it x*)

x*= argmax IG(X;) = argmax H(Y) — H(Y | X;)

v k
HY|X)=—-) P(X=u;)) PY =y | X=2z;)loga P(Y =y, | X =x;)

J=1

=1

-For each value a of x* create a node and recur:
DecisionTree(data.in(data.in.x* == a))

Will this mushroom kill me?
Cap Shape | Odor Habitat Cap Color Stalk Shape | Poison
convex pungent | urban brown enlarging Yes
convex almond | grass yellow enlarging No
bell anise meadows white enlarging No
convex none urban white enlarging Yes
convex none grass gray tapering No
convex almond | grass yellow enlarging No
bell almond | meadows white enlarging Yes
bell anise meadows white enlarging No
convex pungent | grass white tapering Yes

49



.
Decision trees will overfit

« Standard decision trees have no prior

— Training set error is always zero!
» (If there is no label noise)

— Lots of variance
— Will definitely overfit!!!
— Must bias towards simpler trees

« Many strategies for picking simpler trees:
— Fixed depth
— Fixed number of leaves
— Or something smatrter... (chi2 tests)

(C) Dhruv Batra Slide Credit: Carlos Guestrin 50



Remember: Error Decomposition

Reality

(C) Dhruv Batra 51
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Decision trees will overfit

LI ,/\{‘ ~vrfite
undertitl

A too little model capacity

.
iNno
1Inyg
]| 165

error

best generalization

test set error

training set error

>
model capacity (e.g. tree depth)

(C) Dhruv Batra 52



Avoiding Overfitting

How can we avoid overfitting?

e Stop growing when data split not statistically
significant

e Grow full tree, then post-prune

How to select “best” tree:
e Measure performance over training data
e Measure performance over separate validation data set

e Add complexity penalty to performance measure



Reduced-Error Pruning

Split data into training and wvalidation set

Do until further pruning is harmful:

1. Evaluate impact on validation set of pruning each
possible node (plus those below it)

2. Greedily remove the one that most improves validation
set accuracy



-
Pruning Decision Trees

e Demo

— http://webdocs.cs.ualberta.ca/~aixplore/learning/DecisionTre
es/Applet/DecisionTreeApplet.html

(C) Dhruv Batra 55
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Accuracy

Effect of Reduced-Error Pruning

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

0.5

On training data ——
On test data —-—-
On test data (during pruning) -----

10

20

30 40 50 60 70 30 90

Size of tree (number of nodes)



Rule Post-Pruning

1. Convert tree to equivalent set of rules
2. Prune each rule independently of others

3. Sort final rules into desired sequence for use

Perhaps most frequently used method (e.g., C4.5)



Converting A Tree to Rules

Outlook
Sunny Overcast Rain
Humidity Yes Wind
High Normal Strong Weak

/ \ / \

No Yes No Yes



IF (Outlook = Sunny) AND (Humidity = High)
THEN PlayTennis = No

IF (Outlook = Sunny) AND (Humidity = Normal)
THEN PlayTennis = Yes



-
Real-Valued inputs

« What should we do if some of the inputs are real-valued?

mpg cylinders displacemen horsepower weight acceleration modelyear maker

good 4 97 75 2265 18.2 77 asia
bad 6 199 90 2648 15 70 america
bad 4 121 110 2600 12.8 77 europe
bad 8 350 175 4100 13 73/america
bad 6 198 95 3102 16.5 74 america
bad 4 108 94 2379 16.5 73 asia
bad 4 113 95 2228 14 71 asia
bad 8 302 139 3570 12.8 78 america
good 4 120 79 2625 18.6 82 america
bad 8 455 225| 4425 10 70 america
good 4 107 86 2464 15.5 76 europe
bad 5 131 103 2830 15.9 78 europe

Infinite number of possible split values!!!

Finite dataset, only finite number of relevant splits!

ldea One: Branch on each possible real value
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“One branch for each numeric value” idea:

mpg walues: bad good

rogt
s

pchance = 0222

= | e

modehyear = 70 [ modelyear = 71 | modehyear = 72 | modelyear = 73 | modehyear = 74 || modelyear = 75 || modelyear = 76 | modelyear = 77 | modelyear = 78 | modelyear = 79 |[madelyear = 80 || modelyear = 81 || modelyear = 82
40 | 1o G 1 12 0o 31 12 ] 11 0o (] o4
Predict bad Predict bad Predict bad Predict bad Predict good Predict bad Predict bad Predict good Predict bad Predict bad Predict bad Predict good Predict good

Hopeless: with such high branching factor
will shatter the dataset and overfit
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Threshold splits

* Binary tree, split on attribute X
— One branch: X <t
— Other branch: X >=t

(C) Dhruv Batra Slide Credit: Carlos Guestrin 62



Threshold splits

- Binary tree: split on

attribute X at value t Year
- One branch: X < t N\
- Other branch: X >t PN
Year good
- Requires small change ZN
- Allow repeated splits <" *7%
on same variable bad good

along a path



BeUOS plAEC] AQ BD|S

The set of possible thresholds

- Binary tree, split on attribute X
- One branch: X<t
- Other branch: X > ¢

- Search through possible values of ¢
- Seems hard!!!

- But only a finite number of £'s are important:
-- 9 00-00--0--00----000@--- X

- Sort data according to X into {xl, Xt

- Consider split points of the form x; + (x;.; —x; )/2

- Moreover, only splits between examples from different
classes matter!

--900-00--0--00---0000--- X

t1 to




-
Choosing threshold split

* Binary tree, split on attribute X
— One branch: X <t
— Other branch: X >=t

« Search through possible values of t
— Seems hard!!!

« But only finite number of t's are important
— Sort data according to X into {Xy,...,X.}
— Consider split points of the form x; + (X,; — X;)/2

(C) Dhruv Batra Slide Credit: Carlos Guestrin 65



A better idea: thresholded splits

e Suppose X Is real valued
« Define IG(Y|X:t) as H(Y) - H(Y|X:t)

* Define H(Y|X:t) =
H(Y|X <t) P(X < t) + H(Y|X >=t) P(X >=t)

« IG(Y|X:t) is the information gain for predicting Y if all you know is
whether X is greater than or less than t

* Then define IG*(Y|X) = max, IG(Y|X:t)

* For each real-valued attribute, use IG*(Y|X) for
assessing its suitability as a split

* Note, may split on an attribute multiple times, with
different thresholds

(C) Dhruv Batra Slide Credit: Carlos Guestrin 66
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Example
with MPG

Information gains using the training set (40 records)

mpg values:

Input

cylinders

displacement

horsepower

weight

acceleration

modekyear

maker

bad good

Walue Distribution Info Gain

<5 | 0 45268

>=5 [

<198 | 0 426205
>= 188 [

<04 I 0 46265

>=84 [

<2769 | 0379471
>= 2789 [

<18.2 | 0.159962
>= 162 [

<81 | 0319193
>=01 [

america [N 00437265
asia [N

europe | EEEEEEEE
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Example
tree for our
continuous

dataset

mpg values: bad good

root
22 18
pchance = 0.000

cylinders < 5 cylinders == 5
4 17 18 1
pchance = 0.001 | pchance = 0.003

/ A\

horsepower < 84 | horsepower >= 94 || acceleration < 19 || acceleration == 18
117 30 18 0 01

pchance = 0.274 | Predict bad Predict bad Predict good

maker = america || maker = asia | maker = europe

0 10 05 12

Predict good Predict good |pchance = 0.270

displacement < 116 || displacement >= 116
02 10

Predict good Predict bad




.
Decision Trees

e Demo
— http://www.cs.technion.ac.il/~rani/LocBoost/

(C) Dhruv Batra 69


http://www.cs.technion.ac.il/~rani/LocBoost/

Regression Trees

What do we do at the leaf?

Examples of leaf (predictor) models

YA YA

Predictor model: constant

y = const

1=0
(note: linear for n=1, constant for n=0
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-
Regression Trees

Rs
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Decision Forests

NN

eeeeeeeeeeeeeeeeeeeeeeeeeeeee




- ______________________________________________________
What you need to know about decision trees

Decision trees are one of the most popular data mining tools
— Easy to understand

— Easy to implement

— Easy to use

— Computationally cheap (to solve heuristically)

Information gain to select attributes (ID3, C4.5,...)

Presented for classification, can be used for regression and
density estimation too.

Decision trees will overfit!!!

— Zero bias classifier - Lots of variance

— Must use tricks to find “simple trees”, e.g.,
» Fixed depth/Early stopping
* Pruning

 Hypothesis testin
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