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Quotes 

• “If you were a current computer science student what area would you start 
studying heavily?”
• Answer: Machine Learning. 
• “The ultimate is computers that learn”
• Bill Gates, Reddit AMA

• “Machine learning is the next Internet” 
• Tony Tether, Director, DARPA

• “Machine learning is today’s discontinuity” 
• Jerry Yang, CEO, Yahoo
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What is Machine Learning?

• [Arthur Samuel, 1959] 
• Field of study that gives computers 
• the ability to learn without being explicitly programmed

• [Kevin Murphy] algorithms that
• automatically detect patterns in data
• use the uncovered patterns to predict future data or other outcomes of interest

• [Tom Mitchell] algorithms that
• improve their performance (P)
• at some task (T)
• with experience (E)
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What is Machine Learning?

• If you are a Scientist

• If you are an Engineer / Entrepreneur 
• Get lots of data
• Machine Learning
• ???
• Profit!
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Acquisitions
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What is Machine Learning?
• Let’s say you want to solve Character Recognition

• Hard way: Understand handwriting/characters
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What is Machine Learning?

• Let’s say you want to solve Character Recognition

• Hard way: Understand handwriting/characters
• Latin

• Devanagri

• Symbols: http://detexify.kirelabs.org/classify.html
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What is Machine Learning?

• Let’s say you want to solve Character Recognition

• Hard way: Understand handwriting/characters

• Lazy way: Throw data!
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Example: Netflix Challenge

• Goal: Predict how a viewer will rate a movie

• 10% improvement = 1 million dollars

(C) Dhruv Batra 

Slide Credit: Yaser Abu-Mostapha



Essence of Machine Learning:

• A pattern exists

• We cannot pin it down mathematically

• We have data on it

(C) Dhruv Batra 

Slide Credit: Yaser Abu-Mostapha



Comparison
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• Traditional Programming

• Machine Learning

Slide Credit: Pedro Domingos, Tom Mitchel, Tom Dietterich
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Why Study Machine Learning?
Engineering Better Computing Systems

• Develop systems 
• too difficult/expensive to construct manually 
• because they require specific detailed skills/knowledge
• knowledge engineering bottleneck

• Develop systems 
• that adapt and customize themselves to individual users.

• Personalized news or mail filter
• Personalized tutoring

• Discover new knowledge from large databases
• Medical text mining (e.g. migraines to calcium channel blockers to 

magnesium)

• data mining

Slide Credit: Ray Mooney



Why Study Machine Learning?
Cognitive Science

• Computational studies of learning may help us 
understand learning in humans
• and other biological organisms.

• Hebbian neural learning
• “Neurons that fire together, wire together.”

Slide Credit: Ray Mooney



Why Study Machine Learning?
The Time is Ripe

Figure Credit: Banko & Brill, 2011

• More compute power

• More data

• Better algorithms
/models A

cc
u

ra
cy

Better

Amount of Training Data

(C) Dhruv Batra



Where does ML fit in?
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A Brief History of AI
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A Brief History of AI
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• “We propose that a 2 month, 10 man study of artificial intelligence be carried out during 
the summer of 1956 at Dartmouth College in Hanover, New Hampshire.”

• The study is to proceed on the basis of the conjecture that every aspect of learning or 
any other feature of intelligence can in principle be so precisely described that a machine 
can be made to simulate it. 

• An attempt will be made to find how to make machines use language, form abstractions 
and concepts, solve kinds of problems now reserved for humans, and improve 
themselves. 

• We think that a significant advance can be made in one or more of these problems if a 
carefully selected group of scientists work on it together for a summer.”



Why is AI hard?
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What humans see
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What computers see
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“I saw her duck”
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“I saw her duck”
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“I saw her duck”
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“I saw her duck with a telescope…”
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We’ve come a long way…

• What is Jeopardy?
• http://youtu.be/Xqb66bdsQlw?t=53s

• Challenge:
• http://youtu.be/_429UIzN1JM

• Watson Demo:
• http://youtu.be/WFR3lOm_xhE?t=22s

• Explanation
• http://youtu.be/d_yXV22O6n4?t=4s

• Future: Automated operator, doctor assistant, finance
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https://www.youtube.com/watch?v=mCmO_5ZxdvE
https://www.youtube.com/watch?v=LVBBKppAaV4

Slide Credit: Aykut Erdem
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ML in a Nutshell

• Tens of thousands of machine learning algorithms
• Hundreds new every year

• Decades of ML research oversimplified:
• All of Machine Learning:

• Learn a mapping from input to output f: X  Y

• X: emails, Y: {spam, notspam}

(C) Dhruv Batra 
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ML in a Nutshell

• Input: x   (images, text, emails…)

• Output: y (spam or non-spam…)

• (Unknown) Target Function
• f: X  Y (the “true” mapping / reality)

• Data  
• (x1,y1), (x2,y2), …, (xN,yN)

• Model / Hypothesis Class
• g: X  Y
• y = g(x) = sign(wTx)
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ML in a Nutshell

• Every machine learning algorithm has three components:
• Representation / Model Class

• Evaluation / Objective Function

• Optimization
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Slide Credit: Pedro Domingos



Representation / Model Class

• Decision trees

• Sets of rules / Logic programs

• Instances

• Graphical models (Bayes/Markov nets)

• Neural networks

• Support vector machines

• Model ensembles

• Etc.
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Evaluation / Objective Function

• Accuracy

• Precision and recall

• Squared error

• Likelihood

• Posterior probability

• Cost / Utility

• Margin

• Entropy

• K-L divergence
• Etc.
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Optimization

• Discrete/Combinatorial optimization
• greedy search

• Graph algorithms (cuts, flows, etc)

• Continuous optimization
• Convex/Non-convex optimization

• Linear programming
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Types of Learning

• Supervised learning
• Training data includes desired outputs

• Unsupervised learning
• Training data does not include desired outputs

• Weakly or Semi-supervised learning
• Training data includes a few desired outputs

• Reinforcement learning
• Rewards from sequence of actions
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Spam vs Regular Email
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Intuition

• Spam Emails
• a lot of words like 

• “money”

• “free”

• “bank account”

• “viagara” ... in a single email

• Regular Emails
• word usage pattern is more spread out

(C) Dhruv Batra 
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Simple Strategy: Let us count!
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Final Procedure
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Why these words?
Where do the weights 
come from?

Why linear combination?

Confidence / 
performance guarantee?

Slide Credit: Fei Sha



Types of Learning

• Supervised learning
• Training data includes desired outputs

• Unsupervised learning
• Training data does not include desired outputs

• Weakly or Semi-supervised learning
• Training data includes a few desired outputs

• Reinforcement learning
• Rewards from sequence of actions
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Tasks
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Classificationx y

Regressionx y

Discrete

Continuous

Clusteringx y Discrete ID

Dimensionality
Reduction

x y Continuous

Supervised Learning

Unsupervised Learning



Classification

• From data to discrete classes

Classificationx y Discrete
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Face detection

Slide Credit: David Sontag



Face Recognition

http://developers.face.com/tools/

Slide Credit: Noah Snavely
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Speech Recognition
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Image Classification

• Im2tags; Im2text

• http://deeplearning.cs.toronto.edu/
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Machine Translation
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Seeing is worse than believing

• [Barbu et al. ECCV14]
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Regression

• predicting a numeric value 

Regressionx y Continuous



Stock market

(C) Dhruv Batra Slide Credit: David Sontag



Weather prediction

Temperature

Slide Credit: Carlos Guestrin
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Pose Estimation
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Pose Estimation

• 2010: (Project Natal) Kinect
• http://www.youtube.com/watch?v=r5-zZDSsgFg

• 2012: Kinect One
• http://youtu.be/Hi5kMNfgDS4?t=28s

• 2013: Leap Motion
• http://youtu.be/gby6hGZb3ww
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Ranking

• Comparing items
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Collaborative filtering
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Unsupervised Learning
Discovering structure in data

Clustering

Unsupervised Learning
Y not provided
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Clustering Data: Group similar things

Slide Credit: Carlos Guestrin
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Face Clustering
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Picassa

iPhoto
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Unsupervised Learning

Dimensionality Reduction / Embedding

Unsupervised Learning

Y not provided
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Embedding images

Images have thousands or 
millions of pixels.

Can we give each image a 
coordinate, 

such that similar images are 
near each other?

[Saul & Roweis ‘03]Slide Credit: Carlos Guestrin
(C) Dhruv Batra 



Embedding words

[Joseph Turian]Slide Credit: Carlos Guestrin
(C) Dhruv Batra 

http://metaoptimize.s3.amazonaws.com/cw-embeddings-ACL2010/embeddings-mostcommon.EMBEDDING_SIZE=50.png


Structured prediction

• From data to discrete classes



Slide Credit: David Sontag



Reinforcement Learning

Learning from feedback
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Reinforcement 
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Reinforcement Learning: Learning to 
act
• There is only one 

“supervised” signal at 
the end of the game. 

• But you need to make a 
move at every step

• RL deals with “credit 
assignment”

(C) Dhruv Batra 
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Learning to act

• Reinforcement learning

• An agent 
• Makes sensor observations

• Must select action

• Receives rewards 
• positive for “good” states

• negative for “bad” states

• Towel Folding
• http://youtu.be/gy5g33S0Gzo
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Syllabus

• Basics of Statistical Learning
• Loss functions, MLE, MAP, Bayesian estimation, bias-variance tradeoff, overfitting, regularization, cross-validation

• Supervised Learning
• Nearest Neighbour, Naïve Bayes, Logistic Regression, Support Vector Machines, Kernels, Neural Networks, Decision Trees
• Ensemble Methods: Bagging, Boosting 

• Unsupervised Learning
• Clustering: k-means, Gaussian mixture models, EM
• Dimensionality reduction: PCA, SVD, LDA

• Advanced Topics
• Weakly-supervised and semi-supervised learning
• Reinforcement learning
• Probabilistic Graphical Models: Bayes Nets, HMM
• Applications to Vision, Natural Language Processing
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