
CMP784: Deep Learning
Spring 2018

PRACTICAL 3

Due on April 27, 2018 (23:59:59)

Instructions. In Practical 3, you will work on extending Andrej Karpathy’s min-char-rnn.py, a character-
level vanilla recurrent neural network for language modelling1. Basically, you will experiment with the
Shakespeare and Goblet of Fire2 datasets. You are allowed to do this assignment in pairs. If you
wish, you may also do it individually.

Part 1

Write a function to sample text from the model using different temperatures (1/α), in which you will choose
word w(j) according to:
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where P̂ is the input to the softmax that produces the probability in the RNN. Try different temperatures,
and, in your report, include examples of texts generated using different temperatures. Briefly discuss what
difference the temperature makes. Include the listing (i.e., source code) of the function you wrote/modified
to accomplish the task in the report. Here, you should use the weights from Part 3.

Part 2

Write a function that uses an RNN to complete a string. That is, the RNN should generate text that is a
plausible continuation of a given starter string. In order to do that, you will need to compute the hidden
activity h at the end of the starter string, and then to start generating new text.

Include at least five interesting examples of outputs that your network generated using a starter string.
(This part need not be easily reproducible). Again, you should use the weights from Part 3 here.

1Adapted from a homework developed for Toronto CSC321 Introduction to Machine Learning and Neural Networks course,
offered by Michael Guerzhoy.

2Borrowed from DD2424 Deep Learning in Data Science at KTH.
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https://gist.github.com/karpathy/d4dee566867f8291f086
http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2017/cmp722/shakespeare_train.txt
http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2018/cmp784/goblet_book.txt
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Part 3
The weights for a trained RNN are available here. Some sample from the RNN (at temperature=1) are
here, and code to read in the weights is here (if this doesn’t work, try the pickle file, and get a using import
cPickle as pickle; a = pickle.load(open(”char-rnn-snapshot.pkl”)).

In the samples that the RNN generated, it seems that a newline or a space usually follow the colon (i.e., ”:”)
character. In the weight data provided, identify the specific weights that are responsible for this behaviour
by the RNN. In your report, specify the coordinates and values of the weights you identified, and explain
how those weights make the RNN generate newlines and spaces after colons.

Part 4
Identify another interesting behaviour of the RNN, identify the weights that are responsible for it. Specify
the coordinates and the values of the weights, and explain how those weights lead to the behaviour that you
identified. To obtain bonus, the behaviour has to be more interesting than the behaviour in Part 3 (i.e.,
character A following character B).

Part 5
Train a new language model this time using the text from the book The Goblet of Fire by
J.K. Rowling and generate samples using your trained model. You should generate a passage
of length at least 1000 characters synthesized with your model.

What to turn in

The practical should be implemented using Python. You will be turning in a written report of your solutions
in a single PDF file. These reports should be prepared using LaTeX using NIPS style and will be
submitted via e-mail. A zip file containing the corresponding template and style files are provided at the
course website. The write-up must be no more than 8 pages long. You should present your results
in a clear way using well-designed tables, plots and figures. Do not include your codes.

Grading

The practical will be graded out of 100 points: 0 (no submission), 20 (an attempt at a solution), 40
(a partially correct solution), 60 (a mostly correct solution), 80 (a correct solution), 100 (a particularly
creative or insightful solution). Note that the grading depends on both the content and clarity of
your report.

Late Policy

You may use up to five slip days (in total) over the course of the semester for the three practicals you will
take. Any additional unapproved late submission will be weighted by 0.5 and no submission after five days
will be accepted.
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http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2017/cmp722/char-rnn-snapshot.npz
http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2017/cmp722/samples.txt
http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2017/cmp722/read_in_npz.py
http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2017/cmp722/char-rnn-snapshot.pkl
http://web.cs.hacettepe.edu.tr/~aykut/classes/spring2018/cmp784/goblet_book.txt
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Academic Integrity

All work on assignments must be done individually unless stated otherwise. You are encouraged to discuss
with your classmates about the given practical, but these discussions should be carried out in an abstract
way. That is, discussions related to a particular solution to a specific problem (either in actual code or in
the pseudocode) will not be tolerated. In short, turning in someone else’s work, in whole or in part, as your
own will be considered as a violation of academic integrity. Please note that the former condition also holds
for the material found on the web as everything on the web has been written by someone else.
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