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Today’s Lecture
• Quick reminder: pinhole vs lens cameras.

• Focal stack

• Confocal stereo

• Lightfield

• Measuring lightfields

• Plenoptic camera

• Images from lightfields

• Some notes on (auto-)focusing

Disclaimer: The material and slides for this lecture were borrowed from 
— Ioannis Gkioulekas’ 15-463/15-663/15-862 “Computational Photography” class

—Gordon Wetzstein’s EE367-CS448I ”Computational Imaging” class

—Steve Marschner’s CS6640 “Computational Photography” class

—Frédo Durand’s CS 448A “Computational photography” class
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Pinhole vs lens cameras
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• Everything is in focus.
• Very light inefficient.
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Pinhole camera



• Only one plane is in focus.
• Very light efficient. How can we get an all in-focus image?

focus plane
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Lens camera



Focal stack
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• Capture images focused at multiple planes.
• Merge them into a single all in-focus image.

Did we consider a similar strategy before
for another problem?
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Focal stack



A common strategy in Computational 
Photography: Align & combine multiple images
• High dynamic range imaging
• Flash/no flash photography
• Denoising
• Depth of field extension
• Panoramas
• Photomontage
• Video stabilization
• 3D compositing
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Focal stack imaging



Focal stack imaging
• Capture N images focused at different 

distances
• For each output pixel, choose the 

sharpest image
• e.g. look at local variance, gradient.
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Focal stack imagingMontage

Tuesday, February 23, 2010



Focal stack imaging: Macro montage
• 55 images here

Macro montage 
• 55 images here

Tuesday, February 23, 2010



1. Capture a focal stack

2. Merge into an all in-focus image
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Focal stack imaging



1. Capture a focal stack

2. Merge into an all in-focus image
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Focal stack imaging



Which of these parameters would you change (and how)?

lens-sensor distance D’lens-object distance D

lens aperture 
f/#

lens focal 
length f
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How do you capture a focal stack?



Which of these parameters would you change (and how would you achieve that)?

lens-sensor distance D’lens-object distance D

lens aperture 
f/#

lens focal 
length f rotate lens focus 

ring (not zoom!)
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How do you capture a focal stack?



Which of these parameters would you change (and how would you achieve that)?

lens-sensor distance D’lens-object distance D

lens aperture 
f/#

lens focal 
length f
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How do you capture a focal stack?



In-focus plane in each stack image
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Capturing a focal stack



1. Capture a focal stack

2. Merge into an all in-focus image
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Focal stack imaging
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How do you merge a focal stack?



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?



Why do we need to align the images?
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Image alignment



Why do we need to align the images?
• When we change focus distance, we also change field of view (magnification).
• Also, scene may not be static (but we will be ignoring this for now).

change in 
magnification

change in focus
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Image alignment
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Image alignment
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Image alignment



Why do we need to align the images?
• When we change focus distance, we also change field of view (magnification).
• Also, scene may not be static (but we will be ignoring this for now).

change in 
magnification

change in focus

• Assume we know f and all D’ values. 
• How do can we align the images?
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Image alignment



Why do we need to align the images?
• When we change focus distance, we also change field of view (magnification).
• Also, scene may not be static (but we will be ignoring this for now).

change in 
magnification

change in focus

• Assume we know f and all D’ values. 
• How do can we align the images?

𝑚 =
𝑓

𝐷! − 𝑓
1
𝐷!
+
1
𝐷
=
1
𝑓

resize using these 
equations
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Image alignment
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How can we avoid having to do alignment?



focal length f

Place a pinhole at focal length, so that only rays parallel to primary ray pass through.

Magnification 
independent of 
object depth.

Magnification 
depends only 

on sensor-lens 
distance S’.

object distance S

sensor distance S’
[Watanabe and Nayar, PAMI 1997] 42

Use a telecentric lens



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?



How do we measure how much “in-focus” each pixel is?
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Weight assignment



How do we measure how much “in-focus” each pixel is?
• Measure local sharpness.

How do we measure local sharpness?

45

Weight assignment



How do we measure how much “in-focus” each pixel is?
• Measure local sharpness.

run Laplacian operator do some Gaussian blurring (why?)
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Weight assignment



How do we measure how much “in-focus” each pixel is?
• Measure local sharpness.

run Laplacian operator do some Gaussian blurring 
(so that nearby pixels have similar weights)

Just one example, many alternatives possible.
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Weight assignment



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average

48

How do you merge a focal stack?
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Focal stack merging

and divide
by sum of 
weights

x

x

x

+



example image from stack all in-focus image
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Some results



Focal stacking is very useful in macrophotography, where depths of field are very shallow
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Another example



middle image from stack all in-focus image
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Another example



What do the mixing 
weights look like?
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Another look at the mixing weights



Depth from focus = 
determining sharpest 

pixel in focal stack

54

Another look at the mixing weights



Use focal stack from autofocus

[Suwajanakorn et al., CVPR 2015] 55

Depth from focus on a mobile phone



What is a problem of 
these depth maps?
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Another look at the mixing weights



What is a problem of 
these depth maps?
• Blurry because we 

to process entire 
neighborhoods to 
compute sharpness.

• Can we use any 
extra information to 
get per-pixel depth? 
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Another look at the mixing weights



Confocal stereo
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• Capture a 2D stack by varying both focus and aperture
• Analyze each pixel’s focus-aperture image to find true depth  

[Hassinof and Kutulakos, ECCV 2006] 59

Confocal stereo



aperture  α

focus  f 

( aperture  αi , focus  fj )

pixel p

aperture α

focus  f

Aperture-Focus Image of pixel p
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• vary the focus setting of the lens and, for each focus setting,  capture images 
at multiple aperture settings. 

• "align" these images both geometrically and radiometrically 
to account for lens distortions.



focus hypothesis
(equi-blur regions)

AFI

best model
fit to AFI

absolute difference

RMS error

Key idea: When a point is in 
focus, its color and intensity 
remain the same for all 
apertures.
• This property is called 

confocal constancy.
• We can find correct depth by 

checking intensity variation 
across apertures for each 
focus setting.
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Aperture Focus Image (AFI) model fitting



Confocal stereo:
• Requires focus-aperture stack.
• Gives per-pixel depth estimates.

Depth from focus:
• Requires focus stack.
• Gives per-patch depth estimates.

What is a downside of these two 
approaches?

62

Depth inference techniques



sensor distance S’

in-focus object distance S focal length f

Size of circle of confusion depends on distance from in-focus plane.

actual object distance O

circle of 
confusion c

aperture 
diameter 

D

y

𝑐 = 𝑚𝐷
𝑂 − 𝑆
𝑂

𝑦
𝐷/2

=
𝑂 − 𝑆
𝑂

𝑦
𝑐/2

=
1
𝑚
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Reminder: Circle of confusion



Use as few as two images (two-frame depth from defocus):
• Assume circle of confusion can be modeled as a (typically Gaussian) blur kernel with varying σ.
• Use pair of images to estimate how blur size at each pixel changes from one depth to another.
• Relate this blur size to depth.
Requires very elaborate modeling and priors to be robust.

[Tang et al., CVPR 2017] 64

Depth from defocus



Confocal stereo:
• Requires focus-aperture stack.
• Gives per-pixel depth estimates.

Depth from focus:
• Requires focus stack.
• Gives per-patch depth estimates.

What is a downside of these three 
approaches?

Depth from defocus:
• Requires only two images.
• Gives per-patch depth estimates.

65

Depth inference techniques



Use a dense focal stack (e.g., from autofocus):
• Assume circle of confusion can be modeled as a (typically Gaussian) blur kernel with varying σ.
• Estimate optical flow between successive frames in focal stack.
• Relate optical flow change to depth.
Requires very little computation (no convolutions) but only works on textured patches (why?).

[Alexander et al., ECCV 2016; Guo et al., ICCV 2017]

scene 
informati

on

thin lens +
passive filter

per-patch
4x4 linear system

Scene 
Depth & 3D 

Velocity, 
per pixel

few operations

https://www.youtube.com/watch?v=vHdjMgo47BQ
66

Focal flow

https://www.youtube.com/watch?v=vHdjMgo47BQ


Use a dense focal stack (e.g., from autofocus):
• Assume circle of confusion can be modeled as a (typically Gaussian) blur kernel with varying σ.
• Estimate optical flow between successive frames in focal stack.
• Relate optical flow change to depth.
Requires very little computation (no convolutions) but only works on textured patches (why?).

Biologically-inspired from 
jumping spiders!

67

Focal flow

[Alexander et al., ECCV 2016; Guo et al., ICCV 2017]https://www.youtube.com/watch?v=vHdjMgo47BQ

https://www.youtube.com/watch?v=vHdjMgo47BQ


Confocal stereo:
• Requires focus-aperture stack.
• Gives per-pixel depth estimates.

Depth from focus:
• Requires focus stack.
• Gives per-patch depth estimates.

Depth from defocus:
• Requires only two images.
• Gives per-patch depth estimates.

Focal flow:
• Requires dense focus stack.
• Gives efficient per-patch depth estimates.

68

Depth inference techniques
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Modern depth inference techniques



70

Modern depth inference techniques
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Shallow DoFRefocused Deblurred

(a) Dual camera image refocus dataset. (b) Proxy task: Learn to refocus. (c) Evaluate on arbitrary defocus maps.

Figure 2. Image refocus as a proxy task. Since we cannot gather a real dataset for arbitrary focus manipulation, our idea is to train a
model to perform image refocus using a target defocus map as an input. At the test time, our trained model can perform arbitrary focus
manipulation by feeding it an arbitrary target defocus map.

synthetic blur [21, 33, 50] or a combination of classical and
neural rendering [37]. With that said, shallow DoF synthe-
sis methods typically assume an all-in-focus image or an
input with a deep DoF.
Our proposed framework learns to blur as a byproduct of
learning to refocus with the insight that the refocus task
involves both deblurring and selective blurring. Unlike
prior work that addressed either defocus deblurring or im-
age bokeh rendering, we introduce a generic framework that
facilitates post-capture full defocus control (e.g., image re-
focusing).

Image Refocus and DoF Control At capture time, the
camera focus can be adjusted automatically (i.e., autofo-
cus [3, 6, 19]) or manually by moving the lens or adjust-
ing the aperture. When the image is captured, it can still
be post-processed to manipulate the focus. Nevertheless,
post-capture image refocus is challenging as it requires both
deblurring and blurring. Prior work uses specialized hard-
ware to record a light field which allows post-capture fo-
cus control [34, 53]. However, light field cameras have low
spatial resolution and are not representative of smartphone
cameras. An alternative to requiring custom hardware is to
capture a focus stack, and then merge the frames required to
simulate the desired focus distance and DoF [10,22,29,36],
but the long capture time restricts using focus stacks to static
scenes. Research on single-image refocus is limited due to
its difficulty, but the typical approach is to deblur to obtain
an all-in-focus image followed by blurring. Previous work
used classical deblurring and blurring [8] to obtain single
image refocus, and the most notable recent single-image-
based image refocus is RefocusGAN [41], which trains a
two-stages GAN to perform refocusing. The limited re-
search on software-based image refocus is likely due to the
challenging task that involves both defocus deblurring and
selective blurring. In our work, we provide a practical setup
for post-capture image refocus without the restrictions of

inaccessible hardware or the constraint of capturing a fo-
cus stack. We do so by leveraging the dual camera that is
available in modern smartphones.
Image Fusion. Combining information from images with
complementary information captured using different cam-
eras [36, 47] or the same camera with different capture set-
tings [15,18] can enhance images in terms of sharpness [22,
36, 47], illuminant estimation [1], exposure [11, 15, 18, 36],
or other aspects [16, 32, 47, 49]. With the recent preva-
lence of dual-camera smartphones today, researchers have
pursued works that target this setup. One line of work
has used dual-camera for super-resolution to take advan-
tage of the different resolutions the cameras have in still
photos [51, 56, 64] as well as in videos [26]. The dual-
camera setup has also been used in multiple commercial
smartphones, e.g., Google Pixel devices to deblur faces by
capturing an ultra-wide image with faster shutter time and
fusing with the wide photo [25]. To our knowledge, we are
the first to investigate using the dual-camera setup for defo-
cus control.

3. Learning to Refocus as a Proxy Task

As mentioned, smartphone cameras tend to have fixed
apertures limiting DoF control at capture time. In our work,
we aim to unlock the ability to synthetically control the
aperture - by transferring sharper details where present and
synthesizing realistic blur. However, to train such a model,
we run into a chicken and egg problem: we require a dataset
of images captured with different apertures, which isn’t pos-
sible with smartphones. An alternative solution could be to
generate such a dataset synthetically, but modeling a real-
istic point spread function (PSF) for the blur kernel is non-
trivial [5]. Professional DSLRs provide yet another alter-
native [20] but often require paired captures smartphone /
DLSR captures to reduce the domain gap. Ideally, we would
like to use the same camera system for both training and

3

DC
2
: Dual-Camera Defocus Control by Learning to Refocus

Hadi Alzayer1,2 Abdullah Abuolaim1 Leung Chun Chan1

Yang Yang1 Ying Chen Lou1 Jia-Bin Huang2 Abhishek Kar1

1Google 2University of Maryland, College Park

Ultra-wide Wide Refocused Deblurred Shallow DoF
Input Our results

Figure 1. Post-capture depth-of-field (DoF) control from dual camera. (Left) Using photos captured from dual cameras with a wide
field of view (FoV) and ultra-wide FoV, our method enables various DoF manipulations. (Right) We showcase our results of refocusing
(changing the focal plane), deblurring (creating all-in-focus imagery), and synthesizing a shallower DoF (producing bokeh effects).

Abstract

Smartphone cameras today are increasingly approach-
ing the versatility and quality of professional cameras
through a combination of hardware and software advance-
ments. However, fixed aperture remains a key limitation,
preventing users from controlling the depth of field (DoF)
of captured images. At the same time, many smartphones
now have multiple cameras with different fixed apertures -
specifically, an ultra-wide camera with wider field of view
and deeper DoF and a higher resolution primary camera
with shallower DoF. In this work, we propose DC2, a system
for defocus control for synthetically varying camera aper-
ture, focus distance and arbitrary defocus effects by fusing
information from such a dual-camera system. Our key in-
sight is to leverage real-world smartphone camera dataset
by using image refocus as a proxy task for learning to con-
trol defocus. Quantitative and qualitative evaluations on
real-world data demonstrate our system’s efficacy where we
outperform state-of-the-art on defocus deblurring, bokeh
rendering, and image refocus. Finally, we demonstrate cre-
ative post-capture defocus control enabled by our method,
including tilt-shift and content-based defocus effects.

1. Introduction

Smartphone cameras are the most common modality
for capturing photographs today [13]. Recent advance-
ments in computational photography such as burst photog-
raphy [18], synthetic bokeh via portrait mode [48], super-
resolution [55], and more have been highly effective at clos-
ing the gap between professional DSLR and smartphone
photography. However, a key limitation for smartphone
cameras today is depth-of-field (DoF) control, i.e., control-
ling parts of the scene that appear in (and out of) focus. This
is primarily an artifact of their relatively simple optics and
imaging systems (e.g., fixed aperture, smaller imaging sen-
sors, etc.). To bridge the gap, modern smartphones tend to
computationally process the images for further post-capture
enhancements such as synthesizing shallow DoF (e.g., por-
trait mode [37, 48]). However, this strategy alone does not
allow for DoF extension or post-capture refocus. In this
work, we propose Dual-Camera Defocus Control (DC2), a
framework that can provide post-capture defocus control

leveraging multi-camera systems prevalent in smartphones
today. Figure 1 shows example outputs from our frame-
work for various post-capture DoF variations. In particular,

1
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Modern depth inference techniques
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Abstract

Smartphone cameras today are increasingly approach-
ing the versatility and quality of professional cameras
through a combination of hardware and software advance-
ments. However, fixed aperture remains a key limitation,
preventing users from controlling the depth of field (DoF)
of captured images. At the same time, many smartphones
now have multiple cameras with different fixed apertures -
specifically, an ultra-wide camera with wider field of view
and deeper DoF and a higher resolution primary camera
with shallower DoF. In this work, we propose DC2, a system
for defocus control for synthetically varying camera aper-
ture, focus distance and arbitrary defocus effects by fusing
information from such a dual-camera system. Our key in-
sight is to leverage real-world smartphone camera dataset
by using image refocus as a proxy task for learning to con-
trol defocus. Quantitative and qualitative evaluations on
real-world data demonstrate our system’s efficacy where we
outperform state-of-the-art on defocus deblurring, bokeh
rendering, and image refocus. Finally, we demonstrate cre-
ative post-capture defocus control enabled by our method,
including tilt-shift and content-based defocus effects.

1. Introduction

Smartphone cameras are the most common modality
for capturing photographs today [13]. Recent advance-
ments in computational photography such as burst photog-
raphy [18], synthetic bokeh via portrait mode [48], super-
resolution [55], and more have been highly effective at clos-
ing the gap between professional DSLR and smartphone
photography. However, a key limitation for smartphone
cameras today is depth-of-field (DoF) control, i.e., control-
ling parts of the scene that appear in (and out of) focus. This
is primarily an artifact of their relatively simple optics and
imaging systems (e.g., fixed aperture, smaller imaging sen-
sors, etc.). To bridge the gap, modern smartphones tend to
computationally process the images for further post-capture
enhancements such as synthesizing shallow DoF (e.g., por-
trait mode [37, 48]). However, this strategy alone does not
allow for DoF extension or post-capture refocus. In this
work, we propose Dual-Camera Defocus Control (DC2), a
framework that can provide post-capture defocus control

leveraging multi-camera systems prevalent in smartphones
today. Figure 1 shows example outputs from our frame-
work for various post-capture DoF variations. In particular,
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Lightfield
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focus plane

A lens measures all rays radiated from the object (up to aperture size).

73

Measuring rays
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Measuring rays

We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays

We can capture the same set of rays by using a pinhole camera from multiple viewpoints



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
• How would you merge these images into a lens-based, defocused image?

80

Measuring rays
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Choices in ray space
• Photography involves choosing sets of rays at exposure time

• camera location 
• camera direction 
• aperture size 
• field of view

• These decisions are about which rays to measure and how to group them together

Example: camera focused at infinity
Cornell CS6640 Fall 2012

• Photography involves choosing sets of rays at exposure time
camera location
camera direction
aperture size
field of view

• These decisions are about which rays to measure and how to 
group them together

Example: camera focused at infinity

Choices in ray space

2
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Choices in ray space
• Photography involves choosing sets of rays at exposure time

• camera location 
• camera direction 
• aperture size 
• field of view

• These decisions are about which rays to measure and how to group them together

Example: distant camera focused at reference plane
Cornell CS6640 Fall 2012

• Photography involves choosing sets of rays at exposure time
camera location
camera direction
aperture size
field of view

• These decisions are about which rays to measure and how to 
group them together

Choices in ray space

2
Example: distant camera focused at reference plane



Cornell CS6640 Fall 2012

• Photography involves choosing sets of rays at exposure time
camera location
camera direction
aperture size
field of view

• These decisions are about which rays to measure and how to 
group them together

Choices in ray space

2
Example: camera focused at finite distance
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Choices in ray space
• Photography involves choosing sets of rays at exposure time

• camera location 
• camera direction 
• aperture size 
• field of view

• These decisions are about which rays to measure and how to group them together

Example: camera focused at finite distance
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Lightfield: all rays in a scene
• Light field photography: do not choose rays at exposure time
• Measure all light available, without integrating

• or at least, integrating as little as possible

• Measure light flowing along all rays entering the camera
• Do any desired integration later

Cornell CS6640 Fall 2012

Not choosing
• Light field photography: do not choose rays at exposure time

• Measure all light available, without integrating
or at least, integrating as little as possible

• Measure light flowing along all rays entering the camera

• Do any desired integration later

3
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Radiance field
• Measure radiance with a detector like this:

• Radiance is a function of
• where you position it (R3) 
• which way you point it (S2) 
• that amounts to 5 dimensions

• However, radiance is invariant along lines
• Radiance is a function of which line you put the detector on

• that amounts to 4 dimensions

Cornell CS6640 Fall 2012

Radiance field
• Measure radiance with a detector like this:

• Radiance is a function of
where you position it (R3)
which way you point it (S2)
that amounts to 5 dimensions

• However, radiance is invariant along lines
• Radiance is a function of which line you put the detector on

that amounts to 4 dimensions

4
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Parameterizing lines
• Linespace is topologically distinct 

from R4.

• Therefore all these 
parameterizations have 
singularities or do not cover the 
whole space.

Cornell CS6640 Fall 2012

Parameterizing lines

5

Linespace is 
topologically distinct 
from R4.

Therefore all these 
parameterizations 
have singularities or 
do not cover the 
whole space.

What does 
each one miss?
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Lightfields in graphics
• Sample radiance with a (u,v,s,t) 2-plane parameterization 

• think with a signal processing mentality

• it’s all about sampling and reconstructing this 4D function

• Light Field [Levoy & Hanrahan 96] and Lumigraph [Gortler et al. 96]

• Plenoptic function [Adelson & Bergen 91]

• Integral Photography [Lippman 1908]



What is the dimension of the lightfield?

aperture planereference plane

Parameterize every ray based on its intersections with two planes.

88

Lightfield: all rays in a scene



4-dimensional function L(u, v, s, t)

aperture plane (u, v)reference plane (s, t)

Parameterize every ray based on its intersections with two planes.
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Lightfield: all rays in a scene



4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v)reference plane (s, t) sensor plane (s, t)

Parameterize every ray based on its intersections with two planes.

94

Lightfield: all rays in a scene



4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v) sensor plane (s, t)

What does L(u = uo, v = vo, s, t) look like?

95

Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

96

Lightfield slices



aperture plane (u, v) sensor plane (s, t)

Lightfield slice L(u = uo, v = vo, s, t)

aperture 
coordinates 

u = uo, v = vo

reference plane (s, t)

97

Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u, v, s = so, t = to) look like?

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u, v, s = so, t = to) look like?
• radiance emitted by a certain (in-focus) 

point at various directions

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

reference/sensor 
coordinates 
s = so, t = to

Lightfield slice L(u, v, s = so, t = to)

reference/sensor 
coordinates 
s = so, t = to

100

Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u, v, s = so, t = to) look like?
• radiance emitted by a certain (in-focus) 

point in various directions

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



L(u, v, s = so, t = to) is the 
radiance emitted by a certain 

(in-focus) point at various 
directions

L(u = uo, v = vo, s, t) is a pinhole 
image from a certain viewpoint

Demo: 
http://lightfield.stanford.edu/lfs.html

102

Lightfield visualization

http://lightfield.stanford.edu/lfs.html
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Slices of a lightfield: (u,s)

Cornell CS6640 Fall 2012

Slices of a light field: (u,s)
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object

(b)

0 1... M−1

u
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0 1 2... N−1

0 1... M−1

0 1 2... N−1

object

(a)

object

Figure 5: Choice of resolution on the plane

antialiased with a bilinear filter. This analogy is pursued in
[16].
In Figure 16 we show images generated from Lumigraphs. The

geometric scene consisted of a partial cube with the pink face in
front, yellow face in back, and the brown face on the floor. These
Lumigraphs were generated using two different quadrature meth-
ods to approximate equation 1, and using two different sets of basis
functions, constant and quadralinear. In (a) and (c) only one sample
was used to compute eachLumigraph coefficient. In these examples
severe ghosting artifacts can be seen. In (b) and (d) numerical integ-
ration over the support of in was computed for each coefficient.
It is clear that best results are obtainedusingquadralinearbasis func-
tion, with a full quadrature method.

2.3.3 Resolution

An important decision is how to set the resolutions, and , that
best balance efficiency and the quality of the images reconstructed
from the Lumigraph. The choices for and are influenced by
the fact that we expect the visible surfaces of the object to lie closer
to the plane than the plane. In this case, , the resolution
of the plane, is closely related to the final image resolution and
thus a choice for close to final image resolution works best (we
consider a range of resolutions from 128 to 512).
One can gain some intuition for the choice of M by observing the

2D subset of the Lumigraph from a single grid point on the plane
(see in Figure 5(a)). If the surface of the object lies exactly on
the plane at a gridpoint, then all rays leaving that point represent
samples of the radiance function at a single position on the object’s
surface. Even when the object’s surface deviates from the plane
as in Figure 5(b), we can still expect the function across the plane
to remain smooth and thus a low resolution is sufficient. Thus a sig-
nificantly lower resolution for than can be expected to yield
good results. In our implementation we use values of ranging
from 16 to 64.

2.3.4 Use of Geometric Information

Assuming the radiance function of the object is well behaved,know-
ledge about the geometry of the object gives us information about
the coherenceof the associatedLumigraph function, and canbe used
to help define the shape of our basis functions.
Consider the ray in a two-dimensional Lumigraph (Fig-

ure 6). The closest grid point to this ray is . However,
gridpoints and are likely to contain values
closer to the true value at since these grid points represent
rays that intersect the object nearby the intersectionwith . This
suggests adapting the shape of the basis functions.
Supposewe know the depth value at which ray first inter-

sects a surface of the object. Then for a given , one can compute a
corresponding for a ray that intersects the same geomet-
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Figure 6: Depth correction of rays

u

v

s

Figure 7: An slice of a Lumigraph

ric location on the object as the original ray . Let the depth
be at the plane and at the plane. The intersections can

then be found by examining the similar triangles in Figure 6,

(2)

It is instructive to view the same situation as in Figure 6(a), plot-
ted in ray space (Figure 6(b)). In this figure, the triangle is the ray

, and the circles indicate the nearby gridpoints in the discrete
Lumigraph. The diagonal line passing through indicates the
optical flow (in this case, horizontalmotion in 2D) of the intersection
point on the object as one moves back and forth in . The intersec-
tion of this line with and occurs at and respectively.
Figure 7 shows an slice through a three-dimensional

subspace of the Lumigraph for the ray-traced fruitbowl
used in Figure 19. The flow of pixel motion is along straight lines in
this space, but more than one motion may be present if the scene in-
cludes transparency. The slope of the flow lines corresponds to the
depth of the point on the object tracing out the line. Notice how the
function is coherent along these flow lines [4].
We expect the Lumigraph to be smooth along the optical flow

lines, and thus it would be beneficial to have the basis functions ad-
apt their shape correspondingly. The remappingof and values to
and performs this reshaping. The idea of shaping the support

of basis functions to closely match the structure of the function be-
ing approximated is used extensively in finite elementmethods. For
example, in the Radiosity method for image synthesis, the mesh of
elements is adapted to fit knowledgeabout the illumination function.

Assuming there has been no change in visibility.
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4D Light Field
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Lightfield visualization



This slide has a 16:9 media window
viewer moves right
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4D Light Field
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Lightfield visualization
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Lightfield visualization
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Lightfield visualization
1D Scanline1D Scanline
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Lightfield visualization
1D Scanline
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Lightfield visualization
Object Depth
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local slope corresponds to depth!

Object depth
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Lightfield visualization
Occlusions
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Lightfield visualization
Specular Reflections
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How can you capture the lightfield of a scene?

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v)reference plane (s, t) sensor plane (s, t)

112

Lightfield: all rays in a scene



Measuring lightfields

113



How can you do this?
114

How to capture a lightfield?



(“synthetic aperture”)

Stanford camera array

[Willburn et al., SIGGRAPH 2005] 115

Option 1: use multiple cameras



Stanford camera array

(“synthetic aperture”)
116

Option 1: use multiple cameras

[Willburn et al., SIGGRAPH 2005]
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Compound Eye vs Light Field



Single camera mounted on LEGO motor. Demo: 
http://lightfield.stanford.edu/aperture.swf?lightfield=data/self_p
ortrait_lf/preview.zip&zoom=1

How would you move the camera?

118

Option 2: take multiple images with one camera

http://lightfield.stanford.edu/aperture.swf?lightfield=data/self_portrait_lf/preview.zip&zoom=1
http://lightfield.stanford.edu/aperture.swf?lightfield=data/self_portrait_lf/preview.zip&zoom=1


Plenoptic camera

119



plenoptic = plenus (Latin for “full”) + optic (Greek for “seeing”, in this case)
120

Option 3: use a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

reference/sensor 
coordinates 
s = so, t = to

Lightfield slice L(u, v, s = so, t = to)

reference/sensor 
coordinates 
s = so, t = to

121

Making a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield slice L(u, v, s = so, t = to)

each pixel 
measures ray 

L(u, v, s = so, t = to) 
for different (u, v)

reference/sensor 
coordinates 
s = so, t = to

reference/sensor 
coordinates 
s = so, t = to

122

Making a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each pixel 
measures a ray 

L(u, v, s, t)

each pinhole 
corresponds to a slice  
L(u, v, s = so, t = to)

How can we make this more light efficient?

123

Making a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each pixel 
measures a ray 

L(u, v, s, t)

each pinhole 
corresponds to a slice  
L(u, v, s = so, t = to)

How can we make this more light efficient?
• replace pinholes with lenslets

124

Making a plenoptic camera



First conceptualized by Gabriel 
Lippmann, who called it integral 
photography. 
• Original article appeared in 

French journal three years 
earlier, what is shown here is 
an American re-print.

125

History of the plenoptic camera



First conceptualized by Gabriel 
Lippmann, who called it integral 
photography. 
• Original article appeared in 

French journal three years 
earlier, what is shown here is 
an American re-print.

Notice the date: more 
than a century ago.

126

History of the plenoptic camera



Reappeared under different forms and names throughout the century.
• The left paper is from 1930, the right one from 1970.

127

History of the plenoptic camera



Re-introduced to 
computer vision and 
graphics in 1992, 
which was also 
when the term 
plenoptic camera 
was coined.

128

History of the plenoptic camera



Figure from the 1992 paper, which shows the 
version of the plenoptic camera with pinholes 
instead of lenslets on the image plane.
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History of the plenoptic camera



Re-re-introduced to computer 
vision and graphics in 2005, 
when the term light field 
photography was also coined.

130

History of the plenoptic camera



[Ng et al., Stanford Technical Report 2005] 131

Prototype plenoptic camera



132

Commercial plenoptic camera



lenslet array

133

Commercial plenoptic camera



newer version with 
higher resolution

134

Commercial plenoptic camera



• Much higher resolution, both spatial and angular, than commercial cameras.
• Support interchangeable lenses.
• Can do video.
• Very expensive.

Plenoptic cameras have become quite popular in lab and industrial settings.

135

Industrial plenoptic cameras



• Completely different use: measuring how close a wavefront is to being planar
• Exactly the same optics as a plenoptic camera.
• Common instrument in optics labs and medical imaging.

136

Shack-Hartmann wavefront sensors



Given that the plenoptic camera design was known since 1908, why did it take a century for 
such a camera to be made commercially available?

137

Question



Given that the plenoptic camera design was known since 1908, why did it take a century for 
such a camera to be made commercially available?

• Difficult to manufacture good lenslet arrays at high resolution (unless attached to sensors).

• Digital sensors did not have sufficiently high resolution.

• No known good use for them besides depth sensing.
- The introduction of the handheld plenoptic camera was strongly influenced by the 
1996 lightfield papers, which demonstrated all of the useful photographic operations 
one could replicate by having access to the entire lightfield.

• And of course, nobody thought of commercializing them.

138

Question



Is it possible to make a plenoptic camera using an array of pinholes?

139

Making a plenoptic camera



Is it possible to make a plenoptic camera using an array of pinholes?
• Yes, under certain conditions on the images being captured.

Need to be able to 
separate different 

rays falling on same 
pixel.

[Georgiev, ECCV 2008] 140

Making a plenoptic camera



Images from lightfields

141



What are these circles? 142

A plenoptic “image”
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A plenoptic “image”

Cornell CS6640 Fall 2012 19

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Raw light 5eld photograph read o6 the photosensor underneath the microlens
array. 7e 5gure shows a crop of approximately one quarter the full image so that the mi-
crolenses are clearly visible in print.

Light field  camera native 
image: (s,t) is outer loop; 
(u,v) is inner loop

[Ren Ng thesis]
Characteristic behavior: objects at the 
focus plane become constant-colored 
circles; more distant points look like 
inverted views of a small area of the 
image.
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 chapter . recording a photograph’s light field

(z) (z)

Figure .: Raw light 5eld photograph read o6 the photosensor underneath the microlens
array. 7e 5gure shows a crop of approximately one quarter the full image so that the mi-
crolenses are clearly visible in print.

Light field  camera native 
image: (s,t) is outer loop; 
(u,v) is inner loop

[Ren Ng thesis]
Characteristic behavior: objects at the 
focus plane become constant-colored 
circles; more distant points look like 
inverted views of a small area of the 
image.

Light field camera native image: 
(s,t) is outer loop; 
(u,v) is inner loop 

Characteristic behavior: objects at the focus plane 
become constant-colored circles; more distant points 
look like inverted views of a small area of the image. 
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A plenoptic “image”

Cornell CS6640 Fall 2012 20

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Sub-aperture images of the light 6eld photograph in Figure .. Images z and
z are close-ups of the indicated regions at the top and bottom of the array, respectively.

Transposed image: (u,v) is 
the outer loop, (s,t) is the 
inner loop.

[Ren Ng thesis]

Characteristic behavior: the constant-uv 
images correspond to cameras located 
at different positions in the lens’s 
entrance pupil.  Note vertical parallax 
between these two images.
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 chapter . recording a photograph’s light field

(z) (z)

Figure .: Sub-aperture images of the light 6eld photograph in Figure .. Images z and
z are close-ups of the indicated regions at the top and bottom of the array, respectively.

Transposed image: (u,v) is 
the outer loop, (s,t) is the 
inner loop.

[Ren Ng thesis]

Characteristic behavior: the constant-uv 
images correspond to cameras located 
at different positions in the lens’s 
entrance pupil.  Note vertical parallax 
between these two images.

[R
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]

Characteristic behavior: the constant-uv images 
correspond to cameras located at different positions in 
the lens’s entrance pupil. Note vertical parallax 
between these two images.

Transposed image: 
(u,v) is the outer loop; 
(s,t) is the inner loop.
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A plenoptic
“image”

Cornell CS6640 Fall 2012 21

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Epipolar images of the light 5eld photograph in Figure .. Images z and z are
close-ups of the indicated regions at the top and bottom of the array, respectively.

.. three views of the recorded light field 

photograph of Figure .. Computing the conventional photograph that would have formed
with the full lens aperture is equivalent to summing the array of sub-aperture images, sum-
ming all the light coming through the lens.

Epipolar Images

1e third view is the most abstract, presenting an array of what are called epipolar images of
the light 2eld (see Figure .). Each epipolar image is the d slice of the light 2eld where y

and v are 2xed, and x and u vary. In Figure ., y varies up the array of images and v varies
to the right. Within each epipolar image, x increases horizontally (with a spatial resolution

Rows of pixels shown in epipolar
images of Figures . z and z.

of  pixels), and u varies up the image (with a di-
rectional resolution of about  pixels). 1us, the
zoomed images in Figure . show 2ve (x, u) epipo-
lar images, arrayed vertically.

1ese zoomed images illustrate the well-known
fact that depth of objects in the scene can be esti-
mated from the slope of lines in the epipolar im-
ages [Bolles et al. ; Forsyth and Ponce ].
1e greater the slope, the greater the disparity as we
move across u on the lens, indicating a further dis-
tance from the world focal plane. For example, the
zoomed image of Figure . z corresponds to 2ve
rows of pixels in a conventional photograph that cut
through the nose of the girl in the foreground and the arm of the girl in blue in the back-
ground, as shown on the image on this page. In Image z, the negative slope of the blue lines
correspond to the further distance of the girl in blue. 1e vertical lines of the nose of the
girl in the foreground show that she is on the focal plane. As another example, Figure . z
comes from the pixels on the nose of the man in the middle ground. 1e intermediate slope
of these lines indicates that the man is sitting between the two girls.

An important interpretation of these epipolar images is that they are graphs of the light
2eld in the parameterization of the d ray-space diagrams such as Figure . b. Figure .
provides a database of such graphs for di<erent (y, v) slices of the d light 2eld.

Epipolar plane 
format: (v,t) is the 
outer loop and (s,u) 
is the inner loop.

[Ren Ng thesis]

Characteristic behavior: points in 
scene become lines with slope 
depending on distance.  Objects 
at focus plane produce vertical 
features; more distant objects 
produce negative slopes.
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A plenoptic
“image”
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A plenoptic “image”
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A plenoptic “image”
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A plenoptic “image”
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A plenoptic “image”
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closer viewpoint (α = 0.9)

farther viewpoint (α = 1.1)
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A plenoptic “image”
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closer viewpoint (α = 0.9)

farther viewpoint (α = 1.1)
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A plenoptic “image”
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A plenoptic “image”

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)
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A plenoptic “image”

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)
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A plenoptic “image”

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each lenslet
corresponds to a slice  
L(u, v, s = so, t = to)
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A plenoptic “image”



Which coordinates do I change when I move 
from one circle to another?

Which coordinates do I change when I move 
within each circle?

157

A plenoptic “image”



Which coordinates do I change when I move 
from one circle to another?
• I change s, t (sensor plane) coordinates.

Which coordinates do I change when I move 
within each circle?
• I change u, v (aperture plane) coordinates.
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A plenoptic “image”



Simulate different viewpoints?

159

How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

160

How do I…



Viewpoint change is 
limited by the aperture 
of each of the lenslets.

161

Changing the viewpoint



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?

162

How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
• Sum more than one pixels within each 

lenslet view

163

How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
• Sum more than one pixels within each 

lenslet view

Simulate lens at current focus setting?
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How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
• Sum more than one pixels within each 

lenslet view

Simulate lens at current focus setting?
• Same as above. Sum all pixels for 

max aperture setting.
How do I change focus setting?

165

How do I…



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints

170

Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
• How would you merge these images into a lens, defocused image?

171

Measuring rays



focus plane

Sum all pixels in each lenslet view.

172

Measuring rays



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Sum all pixels in 
each lenslet view.How do I refocus?

173

Form lens image



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Sum all pixels in 
each lenslet view.How do I refocus?

• Need to move sensor plane to a different location.
174

Form lens image



177

Understanding Refocus
• Consider light field inside camera

• Synthesize image on sensor



[Ng, SIGGRAPH 2006] 178

Understanding Refocus – Fourier Slicing
• Fourier slice theorem: projection in primal is slicing in Fourier space
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Refocusing example
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Refocusing example
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Refocusing example



Many more examples with demo: http://lightfields.stanford.edu/

182

Synthesizing images from a lightfield

http://lightfields.stanford.edu/


1) Use a plenoptic camera 2) Use a camera array
3) Use one camera 

multiple times

183

Three ways to measure a lightfield



Some notes on (auto-)focusing

184
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Different cameras have different focusing processes



• Focusing based on triangulation: when the image 
is in focus, you will see the two copies aligned.

• Very accurate but very painstaking.
• Different perspective than that of the main lens.

standard in 
Leica 

cameras

186

Manual focus in rangefinder cameras



• Same view as main lens.
• Just rotate the focusing ring until you are satisfied by the sharpness.
• Viewfinder indicators can help this process.

grid of points where 
sharpness is evaluated

187

Manual focus in (D)SLR cameras



• Same view as main lens.
• Just rotate the focusing ring until you are satisfied by the sharpness.
• Viewfinder indicators can help this process.

instead of a grid, you can also 
focus based on a single point

188

Manual focus in (D)SLR cameras



• Basically how SONAR works
• Method used in Polaroid cameras, which used ultrasound waves.
• Energy inefficient.
• Limited range.
• Multi-path interference (e.g., glass surfaces back-reflected the waves).

189

Active auto-focus: time-of-flight sensors



• As the lens moves, ray bundles from an object 
converge to a different point in the camera 
and change in angle.

• This change in angle causes them to refocus 
through two lenslets to different positions on 
a separate AF sensor.

• A certain spacing between these double 
images indicates that the object is “in focus”.

Demo: http://graphics.stanford.edu/courses/cs178/applets/autofocuspd.html
190

Passive auto-focus: phase detection

http://graphics.stanford.edu/courses/cs178/applets/autofocuspd.html


Each yellow box indicates two sensors, each measuring light from different parts of the aperture.
• Which one is correct focusing?
• How do you need to move the lens or sensor to get correct focusing?
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Passive auto-focus: phase detection



• Sensors at different image distances will see 
the same object at high-contrast if it’s in 
focus, or low-contrast if it’s not.

• Move the lens until the high-contrast sub-
image falls on the middle sensor, which is 
conjugate to the camera’s main sensor.

• Compute contrast using local differences of 
pixel values.

Effectively the same as depth from focus.

Demo: http://graphics.stanford.edu/courses/cs178/applets/autofocuscd.html
192

Passive auto-focus: contrast detection

http://graphics.stanford.edu/courses/cs178/applets/autofocuscd.html


• Distance between sub-images 
allows lens to move directly into 
focus, without hunting

• Many AF points corresponding to 
different points on imaging 
sensor, complicated algorithms for 
choosing among them: generally 
use closest point, but also 
consider position in FOV.

DSLR mirror has a translucent part that allows 
some light to make it to the AF sensor.
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High-end DSLRs use phase detection



• Nowadays it is mostly done using main camera 
sensor instead of dedicated sensors.

• Requires repeated measurements as lens moves, 
which are captured using the main sensor (an 
“autofocus stack”). 

• Slow, requires hunting, suffers from overshooting.

But

• People have come up with creative uses for the 
autofocus stack (depth-from-focus on a cell phone, 
HDR+ on Android).

[Suwajanakorn et al., CVPR 2015; Hasinoff et al., SIGGRAPH Asia 2016] 194

Low-end cameras (and phones) use contrast detection



• Nowadays it is mostly done using main camera 
sensor instead of dedicated sensors.

• Requires repeated measurements as lens moves, 
which are captured using the main sensor (an 
“autofocus stack”). 

• Slow, requires hunting, suffers from overshooting.

But

• People have come up with creative uses for the 
autofocus stack (depth-from-focus on a cell phone, 
HDR+ on Android).

195

Low-end cameras (and phones) use contrast detection

[Suwajanakorn et al., CVPR 2015; Hasinoff et al., SIGGRAPH Asia 2016]



• Dedicate a small number of pixels on the imaging 
sensor to work for phase detection.

• Do this at different parts of the sensor to be able 
to autofocus at different parts of the image.

Any downsides?
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Modern mirror-less cameras use phase detection



• Split each pixel into two independent photodiodes.
• Use different pixels for phase detection.
• Many other interesting opportunities.

197

Dual-pixel phase detection autofocus



198

Should you use autofocus?



Quick answer: Yes.
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Should you use autofocus?



Quick answer: Yes.

More detailed answer: Yes, except for certain special circumstances.

• You are using a lens that does not have an autofocus motor (e.g., vintage or 
otherwise old lenses, high-end lenses, industrial and machine vision lenses).

• You are trying to capture an image under conditions where autofocus is prone to fail 
(e.g., macrophotography, poorly-lit scenes, imaging through glass or occluders).

• You intentionally want some part of the scene to be out of focus (e.g., for artistic 
effect, or because you want a face or other featured to be obscured).

• You are in an once-in-a-lifetime opportunity to photograph something, and you 
cannot afford to risk autofocus failing. This additionally assumes that:

- Your scene is static enough that you can take the time to focus manually.
- You are experienced enough so that the probability of manual focus failing 
is smaller than the probability of autofocus failing.
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Should you use autofocus?



Next Lecture: 
Deconvolution, 

Coded photography
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