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Today’s Lecture
• Quick reminder: pinhole vs lens cameras.

• Focal stack

• Confocal stereo

• Lightfield

• Measuring lightfields

• Plenoptic camera

• Images from lightfields

• Some notes on (auto-)focusing

Disclaimer: The material and slides for this lecture were borrowed from 
—Ioannis Gkioulekas’ 15-463/15-663/15-862 “Computational Photography” class

—Gordon Wetzstein’s EE367-CS448I ”Computational Imaging” class

—Steve Marschner’s CS6640 “Computational Photography” class
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Pinhole vs lens cameras

3



• Everything is in focus.
• Very light inefficient.
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Pinhole camera



• Only one plane is in focus.
• Very light efficient. How can we get an all in-focus image?

focus plane
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Lens camera



Focal stack
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• Capture images focused at multiple planes.
• Merge them into a single all in-focus image.

Analogous to what we did in HDR
• Focal stack instead of exposure stack.
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Focal stack
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Focal stack imaging



1. Capture a focal stack

2. Merge into an all in-focus image
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Focal stack imaging



1. Capture a focal stack

2. Merge into an all in-focus image
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Focal stack imaging



Which of these parameters would you change (and how)?

lens-sensor distance D’lens-object distance D

lens aperture 
f/#

lens focal 
length f
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How do you capture a focal stack?



Which of these parameters would you change (and how would you achieve that)?

lens-sensor distance D’lens-object distance D

lens aperture 
f/#

lens focal 
length f rotate lens focus 

ring (not zoom!)
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How do you capture a focal stack?



Which of these parameters would you change (and how would you achieve that)?

lens-sensor distance D’lens-object distance D

lens aperture 
f/#

lens focal 
length f
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How do you capture a focal stack?



In-focus plane in each stack image
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Capturing a focal stack



1. Capture a focal stack

2. Merge into an all in-focus image
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Focal stack imaging



16

How do you merge a focal stack?



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?



Why do we need to align the images?
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Image alignment



Why do we need to align the images?
• When we change focus distance, we also change field of view (magnification).
• Also, scene may not be static (but we will be ignoring this for now).

change in 
magnification

change in focus

20

Image alignment
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Image alignment
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Image alignment



Why do we need to align the images?
• When we change focus distance, we also change field of view (magnification).
• Also, scene may not be static (but we will be ignoring this for now).

change in 
magnification

change in focus

• Assume we know f and all D’ values. 
• How do can we align the images?
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Image alignment



Why do we need to align the images?
• When we change focus distance, we also change field of view (magnification).
• Also, scene may not be static (but we will be ignoring this for now).

change in 
magnification

change in focus

• Assume we know f and all D’ values. 
• How do can we align the images?

𝑚 =
𝑓

𝐷! − 𝑓
1
𝐷!
+
1
𝐷
=
1
𝑓

resize using these 
equations
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Image alignment
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How can we avoid having to do alignment?



focal length f

Place a pinhole at focal length, so that only rays parallel to primary ray pass through.

Magnification 
independent of 
object depth.

Magnification 
depends only 

on sensor-lens 
distance S’.

object distance S

sensor distance S’
[Watanabe and Nayar, PAMI 1997] 26

Use a telecentric lens



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?



How do we measure how much “in-focus” each pixel is?
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Weight assignment



How do we measure how much “in-focus” each pixel is?
• Measure local sharpness.

How do we measure local sharpness?
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Weight assignment



How do we measure how much “in-focus” each pixel is?
• Measure local sharpness.

run Laplacian operator do some Gaussian blurring (why?)
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Weight assignment



How do we measure how much “in-focus” each pixel is?
• Measure local sharpness.

run Laplacian operator do some Gaussian blurring 
(so that nearby pixels have similar weights)

Just one example, many alternatives possible.
31

Weight assignment



1. Align images
2. Assign per-pixel weights representing “in-focus”-ness
3. Compute image average
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How do you merge a focal stack?
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Focal stack merging

and divide
by sum of 
weights

x

x

x

+



example image from stack all in-focus image
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Some results



Focal stacking is very useful in macrophotography, where depths of field are very shallow
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Another example



middle image from stack all in-focus image

36

Another example



What do the mixing 
weights look like?
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Another look at the mixing weights



Depth from focus = 
determining sharpest 

pixel in focal stack
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Another look at the mixing weights



Use focal stack from autofocus

[Suwajanakorn et al., CVPR 2015] 39

Depth from focus on a mobile phone



What is a problem of 
these depth maps?
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Another look at the mixing weights



What is a problem of 
these depth maps?
• Blurry because we 

to process entire 
neighborhoods to 
compute sharpness.

• Can we use any 
extra information to 
get per-pixel depth? 

41

Another look at the mixing weights



Confocal stereo
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• Capture a 2D stack by varying both focus and aperture
• Analyze each pixel’s focus-aperture image to find true depth  

[Hassinof and Kutulakos, ECCV 2006] 43

Confocal stereo



aperture  α

focus  f 

( aperture  αi , focus  fj )

pixel p

aperture α

focus  f

Aperture-Focus Image of pixel p
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focus hypothesis
(equi-blur regions)

AFI

best model
fit to AFI

absolute difference

RMS error

Key idea: When a point is in 
focus, its color and intensity 
remain the same for all 
apertures.
• This property is called 

confocal constancy.
• We can find correct depth by 

checking intensity variation 
across apertures for each 
focus setting.
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AFI model fitting



Confocal stereo:
• Requires focus-aperture stack.
• Gives per-pixel depth estimates.

Depth from focus:
• Requires focus stack.
• Gives per-patch depth estimates.

What is a downside of these two 
approaches?
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Depth inference techniques



sensor distance S’

in-focus object distance S focal length f

Size of circle of confusion depends on distance from in-focus plane.

actual object distance O

circle of 
confusion c

aperture 
diameter 

D

y

𝑐 = 𝑚𝐷
𝑂 − 𝑆
𝑂

𝑦
𝐷/2

=
𝑂 − 𝑆
𝑂

𝑦
𝑐/2

=
1
𝑚
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Reminder: Circle of confusion



Use as few as two images (two-frame depth from defocus):
• Assume circle of confusion can be modeled as a (typically Gaussian) blur kernel with varying σ.
• Use pair of images to estimate how blur size at each pixel changes from one depth to another.
• Relate this blur size to depth.
Requires very elaborate modeling and priors to be robust.

[Tang et al., CVPR 2017] 48

Depth from defocus



Confocal stereo:
• Requires focus-aperture stack.
• Gives per-pixel depth estimates.

Depth from focus:
• Requires focus stack.
• Gives per-patch depth estimates.

What is a downside of these three 
approaches?

Depth from defocus:
• Requires only two images.
• Gives per-patch depth estimates.

49

Depth inference techniques



Use a dense focal stack (e.g., from autofocus):
• Assume circle of confusion can be modeled as a (typically Gaussian) blur kernel with varying σ.
• Estimate optical flow between successive frames in focal stack.
• Relate optical flow change to depth.
Requires very little computation (no convolutions) but only works on textured patches (why?).

[Alexander et al., ECCV 2016; Guo et al., ICCV 2017]

scene 
informati

on

thin lens +
passive filter

per-patch
4x4 linear system

Scene 
Depth & 3D 

Velocity, 
per pixel

few operations

https://www.youtube.com/watch?v=vHdjMgo47BQ
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Focal flow

https://www.youtube.com/watch?v=vHdjMgo47BQ


Use a dense focal stack (e.g., from autofocus):
• Assume circle of confusion can be modeled as a (typically Gaussian) blur kernel with varying σ.
• Estimate optical flow between successive frames in focal stack.
• Relate optical flow change to depth.
Requires very little computation (no convolutions) but only works on textured patches (why?).

Biologically-inspired from 
jumping spiders!
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Focal flow

[Alexander et al., ECCV 2016; Guo et al., ICCV 2017]https://www.youtube.com/watch?v=vHdjMgo47BQ

https://www.youtube.com/watch?v=vHdjMgo47BQ


Confocal stereo:
• Requires focus-aperture stack.
• Gives per-pixel depth estimates.

Depth from focus:
• Requires focus stack.
• Gives per-patch depth estimates.

Depth from defocus:
• Requires only two images.
• Gives per-patch depth estimates.

Focal flow:
• Requires dense focus stack.
• Gives efficient per-patch depth estimates.
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Depth inference techniques
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Modern depth inference techniques



Lightfield
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focus plane

A lens measures all rays radiated from the object (up to aperture size).
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Measuring rays
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Measuring rays

We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays

We can capture the same set of rays by using a pinhole camera from multiple viewpoints



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
• How would you merge these images into a lens-based, defocused image?
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Measuring rays



What is the dimension of the lightfield?

aperture planereference plane

Parameterize every ray based on its intersections with two planes.
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Lightfield: all rays in a scene



4-dimensional function L(u, v, s, t)

aperture plane (u, v)reference plane (s, t)

Parameterize every ray based on its intersections with two planes.
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Lightfield: all rays in a scene



4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v)reference plane (s, t) sensor plane (s, t)

Parameterize every ray based on its intersections with two planes.
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Lightfield: all rays in a scene



4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v) sensor plane (s, t)

What does L(u = uo, v = vo, s, t) look like?
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)

Lightfield slice L(u = uo, v = vo, s, t)

aperture 
coordinates 

u = uo, v = vo

reference plane (s, t)
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u, v, s = so, t = to) look like?

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u, v, s = so, t = to) look like?
• radiance emitted by a certain (in-focus) 

point at various directions

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

reference/sensor 
coordinates 
s = so, t = to

Lightfield slice L(u, v, s = so, t = to)

reference/sensor 
coordinates 
s = so, t = to
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Lightfield slices



aperture plane (u, v) sensor plane (s, t)

What does L(u, v, s = so, t = to) look like?
• radiance emitted by a certain (in-focus) 

point in various directions

What does L(u = uo, v = vo, s, t) look like?
• a pinhole image from a certain viewpoint

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)
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Lightfield slices



L(u, v, s = so, t = to) is the 
radiance emitted by a certain 

(in-focus) point at various 
directions

L(u = uo, v = vo, s, t) is a pinhole 
image from a certain viewpoint

Demo: 
http://lightfield.stanford.edu/lfs.html
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Lightfield visualization

http://lightfield.stanford.edu/lfs.html


4D Light Field
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Lightfield visualization



This slide has a 16:9 media window
viewer moves right

vi
ew

er
 m

ov
es

 d
ow

n

4D Light Field
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Lightfield visualization



80

Lightfield visualization
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Lightfield visualization
1D Scanline1D Scanline
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Lightfield visualization
1D Scanline

x

vi
ew

 m
ov

es
 le

ft

center view

left view

right view

1D Scanline
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Lightfield visualization
Object Depth

x

vi
ew

 m
ov

es
 le

ft

center view

local slope corresponds to depth!

Object depth
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Lightfield visualization
Occlusions

x

vi
ew

 m
ov

es
 le

ft
Occlusions
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Lightfield visualization
Specular Reflections

x

vi
ew

 m
ov

es
 le

ft
Specular reflections



How can you capture the lightfield of a scene?

4-dimensional function L(u, v, s, t) 
(conjugate of scene-based function)

aperture plane (u, v)reference plane (s, t) sensor plane (s, t)
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Lightfield: all rays in a scene



Measuring lightfields
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How can you do this?
88

How to capture a lightfield?



(“synthetic aperture”)

Stanford camera array

[Willburn et al., SIGGRAPH 2005] 89

Option 1: use multiple cameras



Stanford camera array

(“synthetic aperture”)
90

Option 1: use multiple cameras

[Willburn et al., SIGGRAPH 2005]



91

Compound Eye vs Light Field



Single camera mounted on LEGO motor. Demo: 
http://lightfield.stanford.edu/aperture.swf?lightfield=data/self_p
ortrait_lf/preview.zip&zoom=1

How would you move the camera?
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Option 2: take multiple images with one camera

http://lightfield.stanford.edu/aperture.swf?lightfield=data/self_portrait_lf/preview.zip&zoom=1


Plenoptic camera

93



plenoptic = plenus (Latin for “full”) + optic (Greek for “seeing”, in this case)
94

Option 3: use a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

reference/sensor 
coordinates 
s = so, t = to

Lightfield slice L(u, v, s = so, t = to)

reference/sensor 
coordinates 
s = so, t = to
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Making a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield slice L(u, v, s = so, t = to)

each pixel 
measures ray 

L(u, v, s = so, t = to) 
for different (u, v)

reference/sensor 
coordinates 
s = so, t = to

reference/sensor 
coordinates 
s = so, t = to
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Making a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each pixel 
measures a ray 

L(u, v, s, t)

each pinhole 
corresponds to a slice  
L(u, v, s = so, t = to)

How can we make this more light efficient?
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Making a plenoptic camera



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each pixel 
measures a ray 

L(u, v, s, t)

each pinhole 
corresponds to a slice  
L(u, v, s = so, t = to)

How can we make this more light efficient?
• replace pinholes with lenslets

98

Making a plenoptic camera



First conceptualized by Gabriel 
Lippmann, who called it integral 
photography. 
• Original article appeared in 

French journal three years 
earlier, what is shown here is 
an American re-print.
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History of the plenoptic camera



First conceptualized by Gabriel 
Lippmann, who called it integral 
photography. 
• Original article appeared in 

French journal three years 
earlier, what is shown here is 
an American re-print.

Notice the date: more 
than a century ago.
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History of the plenoptic camera



Reappeared under different forms and names throughout the century.
• The left paper is from 1930, the right one from 1970.

101

History of the plenoptic camera



Re-introduced to 
computer vision and 
graphics in 1992, 
which was also 
when the term 
plenoptic camera 
was coined.
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History of the plenoptic camera



Figure from the 1992 paper, which shows the 
version of the plenoptic camera with pinholes 
instead of lenslets on the image plane.
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History of the plenoptic camera



Re-re-introduced to computer 
vision and graphics in 2005, 
when the term light field 
photography was also coined.
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History of the plenoptic camera



[Ng et al., Stanford Technical Report 2005] 105

Prototype plenoptic camera



106

Commercial plenoptic camera



lenslet array

107

Commercial plenoptic camera



newer version with 
higher resolution
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Commercial plenoptic camera



• Much higher resolution, both spatial and angular, than commercial cameras.
• Support interchangeable lenses.
• Can do video.
• Very expensive.

Plenoptic cameras have become quite popular in lab and industrial settings.
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Industrial plenoptic cameras



• Completely different use: measuring how close a wavefront is to being planar
• Exactly the same optics as a plenoptic camera.
• Common instrument in optics labs and medical imaging.

110

Shack-Hartmann wavefront sensors



Given that the plenoptic camera design was known since 1908, why did it take a century for 
such a camera to be made commercially available?

111

Question



Given that the plenoptic camera design was known since 1908, why did it take a century for 
such a camera to be made commercially available?

• Difficult to manufacture good lenslet arrays at high resolution (unless attached to sensors).

• Digital sensors did not have sufficiently high resolution.

• No known good use for them besides depth sensing.
- The introduction of the handheld plenoptic camera was strongly influenced by the 
1996 lightfield papers, which demonstrated all of the useful photographic operations 
one could replicate by having access to the entire lightfield.

• And of course, nobody thought of commercializing them.

112

Question



Is it possible to make a plenoptic camera using an array of pinholes?

113

Making a plenoptic camera



Is it possible to make a plenoptic camera using an array of pinholes?
• Yes, under certain conditions on the images being captured.

Need to be able to 
separate different 

rays falling on same 
pixel.

[Georgiev, ECCV 2008] 114

Making a plenoptic camera



Images from lightfields

115



What are these circles? 116

A plenoptic “image”



117

A plenoptic “image”

Cornell CS6640 Fall 2012 19

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Raw light 5eld photograph read o6 the photosensor underneath the microlens
array. 7e 5gure shows a crop of approximately one quarter the full image so that the mi-
crolenses are clearly visible in print.

Light field  camera native 
image: (s,t) is outer loop; 
(u,v) is inner loop

[Ren Ng thesis]

Characteristic behavior: objects at the 
focus plane become constant-colored 
circles; more distant points look like 
inverted views of a small area of the 
image.

Cornell CS6640 Fall 2012 19

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Raw light 5eld photograph read o6 the photosensor underneath the microlens
array. 7e 5gure shows a crop of approximately one quarter the full image so that the mi-
crolenses are clearly visible in print.

Light field  camera native 
image: (s,t) is outer loop; 
(u,v) is inner loop

[Ren Ng thesis]

Characteristic behavior: objects at the 
focus plane become constant-colored 
circles; more distant points look like 
inverted views of a small area of the 
image.

Light field camera native image: 
(s,t) is outer loop; 
(u,v) is inner loop 

Characteristic behavior: objects at the focus plane 
become constant-colored circles; more distant points 
look like inverted views of a small area of the image. 

[R
en

 N
g 

th
es

is
]
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A plenoptic “image”

Cornell CS6640 Fall 2012 20

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Sub-aperture images of the light 6eld photograph in Figure .. Images z and
z are close-ups of the indicated regions at the top and bottom of the array, respectively.

Transposed image: (u,v) is 
the outer loop, (s,t) is the 
inner loop.

[Ren Ng thesis]

Characteristic behavior: the constant-uv 
images correspond to cameras located 
at different positions in the lens’s 
entrance pupil.  Note vertical parallax 
between these two images.

Cornell CS6640 Fall 2012 20

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Sub-aperture images of the light 6eld photograph in Figure .. Images z and
z are close-ups of the indicated regions at the top and bottom of the array, respectively.

Transposed image: (u,v) is 
the outer loop, (s,t) is the 
inner loop.

[Ren Ng thesis]

Characteristic behavior: the constant-uv 
images correspond to cameras located 
at different positions in the lens’s 
entrance pupil.  Note vertical parallax 
between these two images.

[R
en

 N
g 

th
es

is
]

Characteristic behavior: the constant-uv images 
correspond to cameras located at different positions in 
the lens’s entrance pupil. Note vertical parallax 
between these two images.

Transposed image: 
(u,v) is the outer loop; 
(s,t) is the inner loop.
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A plenoptic “image”

Cornell CS6640 Fall 2012 21

 chapter . recording a photograph’s light field

(z) (z)

Figure .: Epipolar images of the light 5eld photograph in Figure .. Images z and z are
close-ups of the indicated regions at the top and bottom of the array, respectively.

.. three views of the recorded light field 

photograph of Figure .. Computing the conventional photograph that would have formed
with the full lens aperture is equivalent to summing the array of sub-aperture images, sum-
ming all the light coming through the lens.

Epipolar Images

1e third view is the most abstract, presenting an array of what are called epipolar images of
the light 2eld (see Figure .). Each epipolar image is the d slice of the light 2eld where y

and v are 2xed, and x and u vary. In Figure ., y varies up the array of images and v varies
to the right. Within each epipolar image, x increases horizontally (with a spatial resolution

Rows of pixels shown in epipolar
images of Figures . z and z.

of  pixels), and u varies up the image (with a di-
rectional resolution of about  pixels). 1us, the
zoomed images in Figure . show 2ve (x, u) epipo-
lar images, arrayed vertically.

1ese zoomed images illustrate the well-known
fact that depth of objects in the scene can be esti-
mated from the slope of lines in the epipolar im-
ages [Bolles et al. ; Forsyth and Ponce ].
1e greater the slope, the greater the disparity as we
move across u on the lens, indicating a further dis-
tance from the world focal plane. For example, the
zoomed image of Figure . z corresponds to 2ve
rows of pixels in a conventional photograph that cut
through the nose of the girl in the foreground and the arm of the girl in blue in the back-
ground, as shown on the image on this page. In Image z, the negative slope of the blue lines
correspond to the further distance of the girl in blue. 1e vertical lines of the nose of the
girl in the foreground show that she is on the focal plane. As another example, Figure . z
comes from the pixels on the nose of the man in the middle ground. 1e intermediate slope
of these lines indicates that the man is sitting between the two girls.

An important interpretation of these epipolar images is that they are graphs of the light
2eld in the parameterization of the d ray-space diagrams such as Figure . b. Figure .
provides a database of such graphs for di<erent (y, v) slices of the d light 2eld.

Epipolar plane 
format: (v,t) is the 
outer loop and (s,u) 
is the inner loop.

[Ren Ng thesis]

Characteristic behavior: points in 
scene become lines with slope 
depending on distance.  Objects 
at focus plane produce vertical 
features; more distant objects 
produce negative slopes.
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A plenoptic “image”

Cornell CS6640 Fall 2012 22
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A plenoptic “image”
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A plenoptic “image”
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A plenoptic “image”



Cornell CS6640 Fall 2012 23 124

A plenoptic “image”



Cornell CS6640 Fall 2012 24

closer viewpoint (α = 0.9)

farther viewpoint (α = 1.1)
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A plenoptic “image”



Cornell CS6640 Fall 2012 24

closer viewpoint (α = 0.9)

farther viewpoint (α = 1.1)
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A plenoptic “image”
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A plenoptic “image”

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)
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A plenoptic “image”

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)
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A plenoptic “image”

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)

Cornell CS6640 Fall 2012 25

closer focus (α = 0.9) closer focus farther focus (α = 1.1)



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Lightfield L(u, v, s, t)

each lenslet
corresponds to a slice  
L(u, v, s = so, t = to)

130

A plenoptic “image”



Which coordinates do I change when I move 
from one circle to another?

Which coordinates do I change when I move 
within each circle?
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A plenoptic “image”



Which coordinates do I change when I move 
from one circle to another?
• I change s, t (sensor plane) coordinates.

Which coordinates do I change when I move 
within each circle?
• I change u, v (aperture plane) coordinates.

132

A plenoptic “image”



Simulate different viewpoints?

133

How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

134

How do I…



Viewpoint change is 
limited by the aperture 
of each of the lenslets.

135

Changing the viewpoint



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
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How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
• Sum more than one pixels within each 

lenslet view
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How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
• Sum more than one pixels within each 

lenslet view

Simulate lens at current focus setting?
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How do I…



Simulate different viewpoints?
• Pick same pixel within each lenslet view

Simulate different aperture sizes?
• Sum more than one pixels within each 

lenslet view

Simulate lens at current focus setting?
• Same as above. Sum all pixels for 

max aperture setting.
How do I change focus setting?

139

How do I…



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
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Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints

144

Measuring rays



We can capture the same set of rays by using a pinhole camera from multiple viewpoints
• How would you merge these images into a lens, defocused image?

145

Measuring rays



focus plane

Sum all pixels in each lenslet view.

146

Measuring rays



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Sum all pixels in 
each lenslet view.How do I refocus?

147

Form lens image



aperture plane (u, v) sensor plane (s, t)reference plane (s, t)

Sum all pixels in 
each lenslet view.How do I refocus?

• Need to move sensor plane to a different location.
148

Form lens image



151

Understanding Refocus
• Consider light field inside camera

• Synthesize image on sensor



[Ng, SIGGRAPH 2006] 152

Understanding Refocus – Fourier Slicing
• Fourier slice theorem: projection in primal is slicing in Fourier space



153

Refocusing example



154

Refocusing example



155

Refocusing example



Many more examples with demo: http://lightfields.stanford.edu/

156

Synthesizing images from a lightfield

http://lightfields.stanford.edu/


1) Use a plenoptic camera 2) Use a camera array
3) Use one camera 

multiple times

157

Three ways to measure a lightfield



Some notes on (auto-)focusing

158



159

Different cameras have different focusing processes



• Focusing based on triangulation: when the image 
is in focus, you will see the two copies aligned.

• Very accurate but very painstaking.
• Different perspective than that of the main lens.

standard in 
Leica 

cameras

160

Manual focus in rangefinder cameras



• Same view as main lens.
• Just rotate the focusing ring until you are satisfied by the sharpness.
• Viewfinder indicators can help this process.

grid of points where 
sharpness is evaluated
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Manual focus in (D)SLR cameras



• Same view as main lens.
• Just rotate the focusing ring until you are satisfied by the sharpness.
• Viewfinder indicators can help this process.

instead of a grid, you can also 
focus based on a single point
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Manual focus in (D)SLR cameras



• Basically how SONAR works
• Method used in Polaroid cameras, which used ultrasound waves.
• Energy inefficient.
• Limited range.
• Multi-path interference (e.g., glass surfaces back-reflected the waves).

163

Active auto-focus: time-of-flight sensors



• As the lens moves, ray bundles from an object 
converge to a different point in the camera 
and change in angle.

• This change in angle causes them to refocus 
through two lenslets to different positions on 
a separate AF sensor.

• A certain spacing between these double 
images indicates that the object is “in focus”.

Demo: http://graphics.stanford.edu/courses/cs178/applets/autofocuspd.html
164

Passive auto-focus: phase detection

http://graphics.stanford.edu/courses/cs178/applets/autofocuspd.html


Each yellow box indicates two sensors, each measuring light from different parts of the aperture.
• Which one is correct focusing?
• How do you need to move the lens or sensor to get correct focusing?
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Passive auto-focus: phase detection



• Sensors at different image distances will see 
the same object at high-contrast if it’s in 
focus, or low-contrast if it’s not.

• Move the lens until the high-contrast sub-
image falls on the middle sensor, which is 
conjugate to the camera’s main sensor.

• Compute contrast using local differences of 
pixel values.

Effectively the same as depth from focus.

Demo: http://graphics.stanford.edu/courses/cs178/applets/autofocuscd.html
166

Passive auto-focus: contrast detection

http://graphics.stanford.edu/courses/cs178/applets/autofocuscd.html


• Distance between sub-images 
allows lens to move directly into 
focus, without hunting

• Many AF points corresponding to 
different points on imaging 
sensor, complicated algorithms for 
choosing among them: generally 
use closest point, but also 
consider position in FOV.

DSLR mirror has a translucent part that allows 
some light to make it to the AF sensor.

167

High-end DSLRs use phase detection



• Nowadays it is mostly done using main camera 
sensor instead of dedicated sensors.

• Requires repeated measurements as lens moves, 
which are captured using the main sensor (an 
“autofocus stack”). 

• Slow, requires hunting, suffers from overshooting.

But

• People have come up with creative uses for the 
autofocus stack (depth-from-focus on a cell phone, 
HDR+ on Android).
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Low-end cameras (and phones) use contrast detection



• Nowadays it is mostly done using main camera 
sensor instead of dedicated sensors.

• Requires repeated measurements as lens moves, 
which are captured using the main sensor (an 
“autofocus stack”). 

• Slow, requires hunting, suffers from overshooting.

But

• People have come up with creative uses for the 
autofocus stack (depth-from-focus on a cell phone, 
HDR+ on Android).
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Low-end cameras (and phones) use contrast detection

[Suwajanakorn et al., CVPR 2015; Hasinoff et al., SIGGRAPH Asia 2016]



• Dedicate a small number of pixels on the imaging 
sensor to work for phase detection.

• Do this at different parts of the sensor to be able 
to autofocus at different parts of the image.

Any downsides?

170

Modern mirror-less cameras use phase detection



• Split each pixel into two independent photodiodes.
• Use different pixels for phase detection.
• Many other interesting opportunities (more on this during the stereo lecture).

171

Dual-pixel phase detection autofocus



172

Should you use autofocus?



Quick answer: Yes.
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Should you use autofocus?



Quick answer: Yes.

More detailed answer: Yes, except for certain special circumstances.

• You are using a lens that does not have an autofocus motor (e.g., vintage or 
otherwise old lenses, high-end lenses, industrial and machine vision lenses).

• You are trying to capture an image under conditions where autofocus is prone to fail 
(e.g., macrophotography, poorly-lit scenes, imaging through glass or occluders).

• You intentionally want some part of the scene to be out of focus (e.g., for artistic 
effect, or because you want a face or other featured to be obscured).

• You are in an once-in-a-lifetime opportunity to photograph something, and you 
cannot afford to risk autofocus failing. This additionally assumes that:

- Your scene is static enough that you can take the time to focus manually.
- You are experienced enough so that the probability of manual focus failing 
is smaller than the probability of autofocus failing.
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Should you use autofocus?



Next Lecture: 
Deconvolution, 

Coded photography
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