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Introduction 



Instructor and Course Schedule 
•  Dr. Erkut ERDEM 
•  erkut@cs.hacettepe.edu.tr 
•  Office: 114 

•  Tel: 297 7500 / 149 

•  Lectures:  Thursday, 13:30-16:15@D5 

•  Office Hour:  To be announced! 



Communication 
•  The course webpage will be updated regularly 

throughout the semester with lecture notes, 
programming and reading assignments and 
important deadlines. 
http://web.cs.hacettepe.edu.tr/~erkut/bil722.f12 

•  All other communications will be carried out 
through Piazza. Please enroll it by following the 
link 
https://piazza.com/hacettepe.edu.tr/fall2012/bil722 



Today 

•  Introduction 
•  Administrative stuff 

•  Overview of the course 

•  Topics covered in this semester 



A bit about Computer Vision at our 
department 

Ahmet Burak Can          Aykut Erdem            Erkut Erdem      Nazli Ikizler-Cinbis 
 

 
 

http://vision.cs.hacettepe.edu.tr!
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About BIL722 

•  An advanced-level graduate seminar course 
which takes an in-depth look at a wide selection 
of important topics in computer vision.  



Related Disciplines 

Slide credit: E. P. Simoncelli 



Seeing 

•  What does it mean, to see? The plain man's answer 
(and Aristotle's too) would be, to know what is where 
by looking. In other words, vision is the process of 
discovering from images what is present in the world, 
and where it is.         [Marr, 1982] 



Why is vision hard? 
•  A typical image includes many objects organized in 

many different configurations. 
•  Vision requires solving ill-posed problems. 
•  Images are both complicated and highly ambiguous. 
•  Same object can generate very different images.  
•  Different objects can generate similar images. 

Figures: Steven Pinker, How the Mind Works, 1997 



Slide Credit: Freeman and Torralba 

Challenges: Illumination 

Lecture 1 -   
 
 

Fei-Fei Li 

Challenges: illumination 

image credit: J. Koenderink 

23-Sep-11 30 

Slide credit: L. Fei-Fei 

Figure: J. Koenderink   



Challenges: viewpoint variation 

Lecture 1 -   
 
 

Fei-Fei Li 

Challenges: viewpoint variation 

Michelangelo 1475-1564 

slide credit: Fei-Fei, Fergus & Torralba  

23-Sep-11 29 

Michelangelo 1475-1564 

Slide credit: L. Fei-Fei, R. Fergus and A. Torralba 



Challenges: Scale 

Slide credit: L. Fei-Fei,  
R. Fergus and A. Torralba 



Challenges: Deformations 

Lecture 1 -   
 
 

Fei-Fei Li 

Challenges: deformation 

Xu, Beihong 1943 
slide credit: Fei-Fei, Fergus & Torralba  

23-Sep-11 32 

Xu, Beihong 1943 

Slide credit: L. Fei-Fei, R. Fergus and A. Torralba 



Challenges: Occlusion 

The Blank Check,  
by René Magritte 

Slide credit: L. Fei-Fei, R. Fergus and A. Torralba 



Challenges: background clutter 

Slide credit: S. Lazebnik 



Challenges: Motion 

Slide credit: S. Lazebnik 



Challenges: Some things have strong 
variations in appearance 

Slide credit: B. Freeman and A. Torralba 



Challenges or opportunities? 
•  Images are confusing, but they also reveal the structure 

of the world through numerous cues 
•  Our job is to interpret the cues! 

Image	
  source:	
  J.	
  Koenderink	
  
Image: J. Koenderink 

Slide credit: S. Lazebnik 



Why does vision appear easy to humans?  

•  Our brains are specialized to do vision.  
•  ~50% of the cortex in a human brain is devoted for 

visual processing  
(cf. motor control ~20-30%, language ~10-20%) 

 [David Heeger, 2006]      [Felleman and van Essen, 1991]  
 



Computer Vision 

What we see 

What a computer sees 

Slide credit: S. Narasimhan 



 
“Vision is a process that produces from images of the external 
world a description that is useful to the viewer and not cluttered 
with irrelevant information” 

      Vision as an information processing task 
 

•  3 levels of understanding: 
1.  Computational theory 

•  What is computed? Why it is computed? 
2.  Representation and Algorithm 

•  How it is computed? 
•  Input, Output, Transformation 

3.  Physical Realization 
•  Hardware 

Marr’s observation: Studying vision at 
3 levels 



Slide Credit: E. Simoncelli 

Marr’s observation: Studying vision at 
3 levels 



Marr’s observation: Studying vision at 
3 levels 

Visual  
Representations 

Algorithms Implementation 

Slide Credit: S. C. Zhu 



In this course 

•  We will survey and discuss recent conference 
papers and research articles related to several 
computer vision topics. 

 



Goals 
•  Give a deeper understanding of the state- of-the-art 

methods in vision literature 
•  Provide students the ability to identify open issues 

and possible directions for future research 

•  Read and discuss some interesting recent papers 
together 
– Learn how to speak, 
– Learn how think critically 

•  Complete a vision project throughout the semester 



Course Organization 

•  20%  Paper presentations 
•  15%  Class participation 

•  10%  Response papers 

•  20%  Project (progress report, presentation)  

•  35%  Final exam (final project report) 



Paper Presentations 
•  Each week we will be discussing 2-3 papers  

on a specific topic. 
•  Start picking your papers from the list.  

•  Prepare a good, conference-quality presentation 
(30+15 mins) 
– Clearly state the problem 
– Discuss key technical ideas, main contributions, 

assumptions, strengths and weaknesses 

•  Send your slides the day before the class 

•  Not just present but also defend the paper in 
front of the class 



Paper Presentations 
•  For some of the papers, its code may be available 

on the web 
•  If so,  
– Run it on new data,  

– Play with parameters, 
– Discuss the paper accordingly. 



Class Participation 

•  Come to class as prepared as the presenter 

•  Actively participate in class discussions 

•  Voice your ideas, comments and opinions 



Paper Responses 

•  For half of the papers in the list, 
– Hand in a brief summary (1-2 pages) of each 

paper  
•  Summary of the paper in your own words, 

•  Main contributions of the paper, 

•  Strengths and weaknesses of the paper, 
•  Details of the experimental evaluation, 

•  Areas of further improvements 

– Send your responses via e-mail before the 
beginning of the class 



Project 

•  Each student will work individually. 

•  Design of a novel approach with strong 
experimental evaluation. 

•  Project proposals in a few weeks. 

•  Progress reports in the middle of semester. 

•  Project presentations at the end of semester. 



Course Schedule 
•  (1 week)   Introduction to the course 
•  (1 week)   Image smoothing, restoration and 

     enhancement  
•  (2 weeks)  Role of context  
•  (2 weeks)  Action  
•  (1 week)   Scene Understanding  
•  (2 weeks)  Visual saliency  
•  (1 week)   Video processing  
•  (1 week)   Image retrieval  
•  (1 week)   Miscellaneous  
•  (1 week)   Project Presentations  



Image Smoothing 

R. H. Chan, C.-W. Ho, and M. Nikolova, Salt-and-Pepper Noise Removal by Median-Type"
Noise Detectors and Detail-Preserving Regularization. IEEE TIP 2005 "

1482 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 14, NO. 10, OCTOBER 2005

Fig. 3. Restoration results of different filters. (a) Corrupted Lena image with 70% salt-and-pepper noise (6.7 dB). (b) MED filer (23.2 dB). (c) PSM filter (19.5 dB).
(d) MSM filter (19.0 dB). (e) DDBSM filter (17.5 dB). (f) NASM filter (21.8 dB). (g) ISM filter (23.4 dB). (h) Algorithm I (25.8 dB). (i) Algorithm II (24.6 dB).
(j) Our proposed algorithm (29.3 dB). (k) Original image.

noise with equal probability. Also a wide range of noise levels
varied from 10% to 70% with increments of 10% will be tested.
Restoration performances are quantitatively measured by the
peak signal-to-noise ratio (PSNR) and the mean absolute error
(MAE) defined in [1, p. 327]

where and denote the pixel values of the restored image
and the original image, respectively.

For Algorithm I (the adaptive median filter), the maximum
window size should be chosen such that it increases with
the noise level in order to filter out the noise. Since it is not
known a priori, we tried different for any given noise
level, and found that given in Table I are sufficient for
the filtering. We, therefore, set in all our tests. We
remark that with such choice of , almost all the salt-and-
pepper noise are detected in the filtered images.

For Algorithm II (the variational method in [13]), we choose
as the edge-preserving function. We observe that if

is small ( ), most of the noise is suppressed but
staircases appear. If is large ( ), the fine details are not
distorted seriously but the noise cannot be fully suppressed. The
selection of is a tradeoff between noise suppression and detail
preservation [13]. In the tests, the best restoration results are not
sensitive to when it is between 1.2 and 1.4. We, therefore,
choose , and is tuned to give the best result in
terms of PSNR.

For our proposed Algorithm III, the noise candidate set
should be obtained such that most of the noise are detected. This,
again, amounts to the selection of . As mentioned,

can be fixed for most purposes. Then, we can restore those
noise pixels with . As in Algorithm II, the edge-
preserving function will be used. That leaves only
the parameter to be determined. Later, we will demonstrate
that our proposed algorithm is very robust with respect to ,
and, thus, we fix in all the tests.

For comparison purpose, Algorithm I, Algorithm II, the
standard median (MED) filter, and, also, recently proposed
filters like the progressive switching median (PSM) filter [21],
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Restoration performances are quantitatively measured by the
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(MAE) defined in [1, p. 327]

where and denote the pixel values of the restored image
and the original image, respectively.

For Algorithm I (the adaptive median filter), the maximum
window size should be chosen such that it increases with
the noise level in order to filter out the noise. Since it is not
known a priori, we tried different for any given noise
level, and found that given in Table I are sufficient for
the filtering. We, therefore, set in all our tests. We
remark that with such choice of , almost all the salt-and-
pepper noise are detected in the filtered images.

For Algorithm II (the variational method in [13]), we choose
as the edge-preserving function. We observe that if

is small ( ), most of the noise is suppressed but
staircases appear. If is large ( ), the fine details are not
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selection of is a tradeoff between noise suppression and detail
preservation [13]. In the tests, the best restoration results are not
sensitive to when it is between 1.2 and 1.4. We, therefore,
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again, amounts to the selection of . As mentioned,

can be fixed for most purposes. Then, we can restore those
noise pixels with . As in Algorithm II, the edge-
preserving function will be used. That leaves only
the parameter to be determined. Later, we will demonstrate
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Fig. 4. Restoration results of different filters: (a) Corrupted Bridge image with 70% salt-and-pepper noise (6.8 dB). (b) MED filer (19.8 dB). (c) PSM filter
(17.0 dB). (d) MSM filter (16.4 dB). (e) DDBSM filter (15.9 dB). (f) NASM filter (19.9 dB). (g) ISM filter (20.1 dB). (h) Algorithm I (21.8 dB). (i) Algorithm II
(21.1 dB). (j) Our proposed algorithm (25.0 dB). (k) Original image.

the multistate median (MSM) filter [6], the noise adaptive
soft-switching median (NASM) filter [7], the directional dif-
ference-based switching median (DDBSM) filter [22], and the
improved switching median (ISM) filter [18] are also tested.
For the MED filter, the window sizes are chosen for each noise
level to achieve its best performance. For the MSM filter, the
maximum center weights of 7, 5, and 3 are tested for each noise
level. For the ISM filter, the convolution kernels , and

and filtering window sizes of 9 9 and 11 11 are used.
The decision thresholds in the PSM, MSM, DDBSM, ISM
filters are also tuned to give the best performance in terms of
PSNR.

B. Denoising Performance

We summarize the performance of different methods in
Figs. 1 and 2. From the plots, we see that all the methods have
similar performance when the noise level is low. This is because
those recently proposed methods focus on the noise detection.
However, when the noise level increases, noise patches will be
formed and they may be considered as noise free pixels. This

causes difficulties in the noise detection algorithm. With erro-
neous noise detection, no further modifications will be made to
the noise patches, and, hence, their results are not satisfactory.

On the other hand, our proposed denoising scheme achieves
a significantly high PSNR and low MAE even when the noise
level is high. This is mainly based on the accurate noise detec-
tion by the adaptive median filter and the edge-preserving prop-
erty of the variational method of [13].

In Figs. 3 and 4, we present restoration results for the 70%
corrupted Lena and Bridge images. Among the restorations, ex-
cept for our proposed one, Algorithm I gives the best perfor-
mance in terms of noise suppression and detail preservation. As
mentioned before, it is because the algorithm locates the noise
accurately. In fact, about 70.2% and 70.4% pixels are detected
as noise candidates in Lena and Bridge, respectively, by Algo-
rithm I. However, the edges are jittered by the median filter. For
Algorithm II, much of the noise is suppressed but the blurring
and distortion are serious. This is because every pixel has to be
examined and may have been altered. Compared with all the al-
gorithms tested, our proposed Algorithm III is the best one. It
has successfully suppressed the noise with the details and the
edges of the images being preserved very accurately.
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the multistate median (MSM) filter [6], the noise adaptive
soft-switching median (NASM) filter [7], the directional dif-
ference-based switching median (DDBSM) filter [22], and the
improved switching median (ISM) filter [18] are also tested.
For the MED filter, the window sizes are chosen for each noise
level to achieve its best performance. For the MSM filter, the
maximum center weights of 7, 5, and 3 are tested for each noise
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and filtering window sizes of 9 9 and 11 11 are used.
The decision thresholds in the PSM, MSM, DDBSM, ISM
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level is high. This is mainly based on the accurate noise detec-
tion by the adaptive median filter and the edge-preserving prop-
erty of the variational method of [13].
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mentioned before, it is because the algorithm locates the noise
accurately. In fact, about 70.2% and 70.4% pixels are detected
as noise candidates in Lena and Bridge, respectively, by Algo-
rithm I. However, the edges are jittered by the median filter. For
Algorithm II, much of the noise is suppressed but the blurring
and distortion are serious. This is because every pixel has to be
examined and may have been altered. Compared with all the al-
gorithms tested, our proposed Algorithm III is the best one. It
has successfully suppressed the noise with the details and the
edges of the images being preserved very accurately.
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the multistate median (MSM) filter [6], the noise adaptive
soft-switching median (NASM) filter [7], the directional dif-
ference-based switching median (DDBSM) filter [22], and the
improved switching median (ISM) filter [18] are also tested.
For the MED filter, the window sizes are chosen for each noise
level to achieve its best performance. For the MSM filter, the
maximum center weights of 7, 5, and 3 are tested for each noise
level. For the ISM filter, the convolution kernels , and

and filtering window sizes of 9 9 and 11 11 are used.
The decision thresholds in the PSM, MSM, DDBSM, ISM
filters are also tuned to give the best performance in terms of
PSNR.

B. Denoising Performance

We summarize the performance of different methods in
Figs. 1 and 2. From the plots, we see that all the methods have
similar performance when the noise level is low. This is because
those recently proposed methods focus on the noise detection.
However, when the noise level increases, noise patches will be
formed and they may be considered as noise free pixels. This

causes difficulties in the noise detection algorithm. With erro-
neous noise detection, no further modifications will be made to
the noise patches, and, hence, their results are not satisfactory.

On the other hand, our proposed denoising scheme achieves
a significantly high PSNR and low MAE even when the noise
level is high. This is mainly based on the accurate noise detec-
tion by the adaptive median filter and the edge-preserving prop-
erty of the variational method of [13].

In Figs. 3 and 4, we present restoration results for the 70%
corrupted Lena and Bridge images. Among the restorations, ex-
cept for our proposed one, Algorithm I gives the best perfor-
mance in terms of noise suppression and detail preservation. As
mentioned before, it is because the algorithm locates the noise
accurately. In fact, about 70.2% and 70.4% pixels are detected
as noise candidates in Lena and Bridge, respectively, by Algo-
rithm I. However, the edges are jittered by the median filter. For
Algorithm II, much of the noise is suppressed but the blurring
and distortion are serious. This is because every pixel has to be
examined and may have been altered. Compared with all the al-
gorithms tested, our proposed Algorithm III is the best one. It
has successfully suppressed the noise with the details and the
edges of the images being preserved very accurately.

•  Images are corrupted with 70% salt-and-pepper 
noise  

What do ���
these examples	


demonstrate?	



Noisy input	

 Recovered image	

 Original image	





Slide credit: A. Torralba, D. Hoiem 

Role of context 



Action  

O. Boiman and M. Irani, Detecting Irregularities in Images and in 
Video, ICCV2005"



Action  
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Fig. 8. Example annotated frames from YouTube videos of Niebles, et al. [11]. Note that, our method inherently handles multiple people and multiple actions.
Correct classifications are shown in green and misclassifications are in red (in online version).

B. Action Image Retrieval

We first evaluate our incremental model update procedure to
see how it improves the precision of the retrieved action images.

Since our aim is to use the collected set of images as a training

set for videos, we require high precision; therefore, we sacri-

fice some of the recall by setting the match thresholds high in
incremental model update (Section III-C). The precision rates

for each of the eleven actions at 15% recall (following [15] and

[16]) are shown in Fig. 6. Since we want to evaluate our system

independent of the choice of the person detector, initial queried

images are filtered by the person detector. As can be seen, the re-
trieval precision rates improve for all the action classes. The pre-

cision rates improve up to 15% for the actions running, walking,

sitting, tennis swing and trampoline jumping, whereas the im-

provement is near 10% for dancing, biking and horse riding. The

improvement is minor (3%–4%) for the playing golf, soccer jug-

gling and volleyball spiking actions. This is due to the high level

of noise in the initial set of retrieved images (see Fig. 2). We ob-

served that if the amount of nonrelevant images dominates the

initial set, it becomes very difficult for the model to differentiate
noise from relevant images and therefore, the resulting set in-

cludes a significant number of nonrelevant images. In the end of
data collection step, the final reduced set contains 384 running,
307 walking, 313 sitting, 162 playing golf, 561 dancing, 244

biking, 208 horse riding, 119 soccer juggling, 414 tennis swing,

118 trampoline jumping, and 370 volleyball spiking images.

C. PbHOG Versus HOG Descriptors

We propose PbHOG descriptors as an alternative to HOG fea-

tures to be utilized in the presence of high clutter and variance

in the domain. Here, we compare the performance of choosing

the PbHOG features as opposed to HOG descriptors. The cor-

responding performance comparison results of these two de-

scriptors is given in Fig. 6. As can be seen, in 8 out of 11 ac-

tions, PbHOG performs better than using HOG features. The

additional level of filtering acquired by Pb responses is mostly

Fig. 9. Using web poses(wposes) and video poses(vposes) together in training
pose classifiers. The results presented are the per-frame accuracies averaged
over 10 runs. wposes is pose classifiers built solely on web data, whereas
vposes represents the pose classifiers built on video data. wposes+vposes
corresponds to classifiers are built on joint data. Using collected data from
the web helps to improve recognition, especially when the number of training
videos is small.

beneficial. For three action classes horse-riding, tennis swing
and trampoline jumping, HOG features seem to perform slightly

better than using PbHOG features. We believe this is mostly due

to the high level of impact of the surrounding contextual infor-

mation over the recognition of these actions, such as the pres-

ence of a tennis court or trampoline base. Recall that PbHOG

features try to suppress the background information and empha-

size the foreground object boundaries. In these actions, the vi-

sual context in the background may in fact be helpful for recog-

nition purposes. Given these observations, we can conclude that

PbHOG features are especially useful when themain focus is the

human subject, not the surrounding visual elements. However,

if the actions include important contextual elements, Pb filtering
is not needed and HOG features can be used.

Since PbHOG has better performance overall, we use the

PbHOG features in the rest of our experiments.

N.Ikizler-Cinbis, R. G.Cinbis and S. Sclaroff, Learning Actions From The Web, 
ICCV2009"



Scene Understanding  
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•  outdoor 
•  city 
•  traffic 
•  … 



Visual Saliency 



Visual Saliency 

Where to attend? 
salient image parts 



Visual Saliency 



Video processing 

Tomas	
  Izo	
  

Tracking objects, video 
analysis, low level motion


Slide credit: K. Grauman 



Image retrieval  
Search photos on the web for particular places 

Application

Find these landmarks ...in these images and 1M moreFind these landmarks      ...in these images and 1M more 

Slide credit: J. Sivic  


