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Semantic Segmentation

Joint recognition & segmentation

— segmenting all the objects in a given image and identifying their
visual categories

* aka scene parsing or image parsing

Early studies aim at segmenting out a single object of a
known category

— Borenstein & Ullman, 2002, Liebe & Schiele, 2003, etc.

« More recent work depends on CNNs

— Farabet et al,, 2013, Pinheiro and Collobert, 2014, Long et al., 2015,
Noh et al., 2015



Computer Vision Tasks

Classification + Object
Localization Detection

Classification Segmentation

CAT, DOG, DUCK CAT, DOG, DUCK

DA /
Y

Multiple
objects
F.-F. Li, A. Karpathy and J. Johnson




Computer Vision Tasks

Segmentation

F.-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation

Label every pixel!

Don't differentiate

. I . .
instances (cows) sky/Bbuilding

airplane

Classic computer
vision problem

grass

building grass cow sheep sky. airplane = water face car
classes

bicycle = flower sign book chair road cat dog body boat

Figure credit: Shotton et al, “TextonBoost for Image Understanding: Multi-Class Object Recognition and Segmentation by Jointly Modeling Texture, Layout, and

Context”, 1JCV 2007 _
F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation

Detect instances,
give category, label
pixels

“‘simultaneous
detection and
segmentation” (SDS)

— PErson person

Lots of recent work
(MS-COCQ)

Figure credit: Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”, arXiv 2015 F-F. Li, A. Karpathy and J. Johnson
~F. LI, A, .



Early Studies of Semantic Segmentation

« Civen an image and object category, to segment the object

Object
Category Model

Segmentation

Cow Image Segmented Cow
« Segmentation should (ideally) be
shaped like the object e.g. cow-like
obtained efficiently in an unsupervised manner
able to handle self-occlusion
M. P. Kumar



Early Studies of Semantic Segmentation

Using Normalized Cuts, Shi & Malik, 1997

R. Fergus



Jigsaw approach: Borenstein and Ullman, 2002

Fragment Bank

o |

Figure-ground Template h .
label Input images Segmentation
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Implicit Shape Model - Liebe and Schiele, 2003

Interest Points

Matched Codebook Probabilistic
Voting

Entries

. C

Voting Space
(continuous)

&

BN T

Refined Hypotheses
(uniform sampling)

Backprojected
Hypotheses

Backprojection
of Maxima

R. Fergus



Random Fields for segmentation

| = Image pixels (observed)
h = foreground/background labels (hidden) - one label per pixel
0 = Parameters

p(h|1,0)

Posterior

R. Fergus



Random Fields for segmentation

| = Image pixels (observed)
h = foreground/background labels (hidden) - one label per pixel

0 = Parameters

p(h|1,6) < p(1,h|6) = p(I| h,6)p(h|6)

Posterior Joint Prior

1. Generative approach models joint
- Markov random field (MRF)

2. Discriminative approach models posterior directly
- Conditional random field (CRF)

R. Fergus



Generative Markov Random Field
p(h,116)=p(I|h,0)p(h|06)

1 _
\ J Y
Y N
MRF Prior
h (labels) Pairwise Potential (MRF)

v (h. hlo.
{foreground, 'J( I’ J| |J)
background}

_

/ Prior has no
| (pixels) i} dependency on |

Image Plane

R. Fergus



Conditional Random Field

Discriminative approach

L

Lafferty, McCallum and Pereira 200

h|1,6)= ho 11O Jw, (b, 1
p(h|1,0) 21.9)| H¢(, | 31:[31,( )6 )
Y Y
Unary Pairwise

- Dependency on | allows
introduction of pairwise terms
that make use of image.

- For example, neighboring labels
should be similar only if pixel colors
are similar - Contrast term

e.g Kumar and Hebert 2003
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Image Plane

R. Fergus



Levin & Weiss [ECCV 20006}

h—hEJ‘+Z@)

g
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Seg mentation}

E(h;1)=) A,

with fragments
segmentation

alignment with
image edges

[ Consistency

Resulting min-cut
segmentation

R. Fergus



Semantic Segmentation
Joint Object recognition & segmentation

E(x,0) =2 6w, X) +2 6 (x) + Z 0, (x)+ 8; (x;x)

' (color) '(locatio " (class) "} (edge aware
n) Ising prior)
x; € {1,..,K} for K object classes

Location Class (boosted textons)

rectangle r texton t

S ky g ra SS (a) Input image (b) Texton map (c) Feature pair = (r,t) (d) Superimposed rectangles

[TextonBoost; Shotton et al, ‘O6] C. Rother



Semantic Segmentation
Joint Object recognition & segmentation

(b) 69.6% (c) 70.3% (d) 72.2%
Class + + +
location edges color

[TextonBoost; Shotton et al, ‘O6] C. Rother



Semantic Segmentation
Joint Object recognition & segmentation

Good results ...

[TextonBoost; Shotton et al, ‘O

Object
classes

Bike

6]

sky

tee tree

building

body—> road aeroplane

grass grass grass

tree building

bike building
car
road

Building Grass @ Tree Cow Sheep Sky Aeroplane | Water

Flower Sign Bird Book Chair Road

building

Face

, Body

C. Rother



Semantic Segmentation
Joint Object recognition & segmentation

Failure cases..

building

sign

road

[TextonBoost; Shotton et al, ‘O6] C. Rother



Nonparametric Scene Parsing via Label Transfer
(Liu et al. TPAMI’12)

A non-parametric
formulation

result groundtruth

window
tree

sky

road

pole

car
building
unlabeled

retrieved images and
their annotations



Nonparametric Scene Parsing via Label Transfer

* Framework consists of three main modules:
1. Scene retrieval: finding nearest neighbors (k-NN approach)
2. Dense scene alignment: dense scene matching (SIFT Flow)
3. Label transfer: using a MRF model to label input image

Annotated

image
database

N
Scene retrieval

Nearest
neighbors

Dense scene
alignment

Voting candidates
with dense flows

Label transfer

\




Dense Scene Alignment via SIFT Flow

 SIFT Flow (Liu et al.,, ECCV 2008)

— Finds semantically meaningful correspondences among two
images by matching local SIFT descriptors

SIFT _
Flow Field

Query Best match Query & warped
best match




Dense Scene Alignment via SIFT Flow

* SIFT Flow (Liu et al.,, ECCV 2008)

— Finds semantically meaningful correspondences among two
images by matching local SIFT descriptors

= min([|s1(p) — s2(p + w(p))l;, 1) + data term
| &
Z?? lu(p)| + |v(p)]) + | small
displacement
term
Z min(Alu(p) — u(q)|, d)+ smoothness
(Pa)ee term

min(Alv(p) — v(q)], d),

w(p)=(u(p), v(p)) : flow vector at point p



Label Transfer

« A set of voting candidates {s;c;wW}._;\, IS obtained from the retrieved
images with s;, ¢;, and w; denoting the SIFT image, annotation, and
SIFT flow field of the ith voting candidate.

« A probabilistic MRF model is built to integrate
— multiple category labels,
— prior object (category) information
— spatial smoothness of category labels

—log P(c|1, s,{si, c;, wi}) Zw 5, {51 })
+aZ)\(c( )) + 3 Z o(c );I) +log Z
|y

{p.a}tee



Label Transfer

e Likelihood term:

. s N | 0 7 @7
w(C(P) = l) == zrerlg%g Is(P) — si(p + w(p))|| o1
" Qp,l — @,

\

e Opi={5c(p+w(p)) =1} where |=1..,L indicates the index set
of the voting candidates whose label is | after being warped
to pixel p.

Tis set to be the value of the maximum difference of SIFT
feature:

T = Maxs, s, pl|s1(P) — 52(P)|



Label Transfer

e Priorterm:
A(c(p) =1) = — loghist;(p)

* The prior probability that the object category [ appears at
pixel p.

— obtained by counting the occurrence of each object category at
each location in the training set

— Location prior



Label Transfer

« Spatial smoothness term:

o—I11(p)—I(a)|’
#(c(p), c(a)) = d[c(p) # c(a)] (€ i )

§+1

* The neighboring pixels into having the same label with the
probability depending on the image edges:

— Stronger the contrast, the more likely it is that the neighboring
pixels may have different labels.



Parsing Results

guery image result groundtruth

unlabeled

retrieved images and annotations flow fieldwarped images and annotations



Parsing Results

guery image result groundtruth

window

tree

sky

road
pole
car

building

unlabeled

retrieved images and annotations flow fieldwarped images and annotations



Parsing Results

sky
sea
sand
plant

mountain
field
building
boat
unlabeled

-
-
-unlabeled

(2)

- sky

-sea
- building
-unlabeled

3)

sky
river
plant

mountai

grass

unlabeled



Deep Semantic Segmentation

F.-F. Li, A. Karpathy and J. Johnson



Deep Semantic Segmentation

Extract
patch

F.-F. Li, A. Karpathy and J. Johnson



Deep Semantic Segmentation

Extract Run through

patch a CNN
—_,— \
- -~ P

F.-F. Li, A. Karpathy and J. Johnson



Deep Semantic Segmentation

Extract Run through Classify

patch a CNN center pixel
—_,— \

— CNN — COW
- -~ P

F.-F. Li, A. Karpathy and J. Johnson



Deep Semantic Segmentation

Extract Run through Classify

patch a CNN center pixel
—_,— \

| ow | —cow
- -~ P l

Repeat for
every pixel

F.-F. Li, A. Karpathy and J. Johnson



Deep Semantic Segmentation

Run “fully convolutional”
network to get all pixels at

once
\
Smaller output
CNN | —— cow due to pooling
-

F.-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Multi-Scale

Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Multi-Scale

Resize image to
multiple scales

Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Multi-Scale

Run one CNN per
scale

Resize image to
multiple scales

Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Multi-Scale

Run one CNN per
scale

Resize image to

multiple scales
Upscale outputs

and concatenate

Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Multi-Scale

Run one CNN per
scale

Resize image to

multiple scales
Upscale outputs

and concatenate

External “bottom-up”

segmentation OICICIOIC

superpixels tree T,{Ck}

Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Multi-Scale

Run one CNN per
scale

Resize image to

multiple scales
Upscale outputs

and concatenate

Combine everything
for final outputs

labeling o ‘
[(F, h(I))

External “bottom-up”

segmentation OICICIOI®

superpixels tree T,{Ck}

Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Refinement

Apply CNN

once to get

labels F

Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Refinement

|
Apply CNN

once to get

labels F‘.

|
Apply AGAIN to

refine labels %

Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Refinement

l
Apply CNN

once to get

labels W.

|
Apply AGAIN to

refine labels
Tm

|
And again! [
%

Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Refinement

Same CNN weights:
recurrent convolutional network

l
Apply CNN
once to get

labels W.

|
Apply AGAIN to

refine labels
Tm

|
And again! [
%

Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Refinement

Same CNN weights:
recurrent convolutional network

Apply CNN once
to get labels

Apply AGAIN to
refine labels

And again!

%, More iterations improve results

Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

forward /inference

-

backward /learning

[ |j ﬂ |j
00 00 21
ol RN\
/,5% oD ,LCDQ) AR
‘)6
i
/

Long, Shelhamer, and Darrell, “Fully Convolutional Networks for Semantic Segmentation”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

forward /inference

-

backward /learning

I — -
© 00 21
150 50>"p0°

P o oh

AP

v

Learnable
upsampling!

Long, Shelhamer, and Darrell, “Fully Convolutional Networks for Semantic Segmentation”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

32x upsampled
image convl pooll conv2 pool2 conv3 pool3 conv4 pool4 convd pool5  conv6-7 prediction (FCN-32s)

Long, Shelhamer, and Darrell, “Fully Convolutional Networks for Semantic Segmentation”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

32x upsampled
image convl pooll conv2 pool2 conv3 pool3 conv4 pool4 convh pool5  conv6-7 prediction (FCN-32s)

16x upsampled

2
Sl prediction (FCN-16s)

pool4
“skip

connections”

8x upsampled
4x conv7 prediction (FCN-8s)
2x poold | | |
pool3 | | | |

|

|

Long, Shelhamer, and Darrell, “Fully Convolutional Networks for Semantic Segmentation”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

32x upsampled
image convl pooll conv2 pool2 conv3 pool3 conv4 poold convh pool5  conv6-7 prediction (FCN-32s)

16x upsampled

2
Sl pred N-16s)

pool4
“skip

connections”

FCN-32s FCN-16s FCN-8s Ground truth

{
) 4
+'

Skip connections = Better results

8x upsampled
4x conv7 prediction (FCN-8s)
2x poold | | | :
pool3 | | | l

|

Long, Shelhamer, and Darrell, “Fully Convolutional Networks for Semantic Segmentation”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Typical 3 x 3 convolution, stride 1 pad 1

Input: 4 x 4 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Typical 3 x 3 convolution, stride 1 pad 1

Dot product
between filter
and input

Input: 4 x 4 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Typical 3 x 3 convolution, stride 1 pad 1

Dot product
between filter
and input

Input: 4 x 4 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Typical 3 x 3 convolution, stride 2 pad 1

Input: 4 x 4 Output: 2 x 2

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Typical 3 x 3 convolution, stride 2 pad 1

Dot product
between filter
and input

Input: 4 x 4 Output: 2 x 2

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Typical 3 x 3 convolution, stride 2 pad 1

Dot product
between filter
and input

Input: 4 x 4 Output: 2 x 2

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

3 x 3 deconvolution, stride 2 pad T

Input: 2 x 2 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

3 x 3 deconvolution, stride 2 pad T

Input gives
weight for

filter
Input: 2 x 2 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

3 x 3 deconvolution, stride 2 pad T

Input gives
weight for

filter
Input: 2 x 2 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling: o
checonVOI utlon” output overlaps

3 x 3 deconvolution, stride 2 pad T

Input gives
weight for

filter
Input: 2 x 2 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling: o
checonVOI utlon” output overlaps

Same as backward
3 x 3 deconvolution, stride 2 pad T pass for normal
convolution!

Input gives
weight for

filter
Input: 2 x 2 Output: 4 x 4

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

Sum where
output overlaps

Same as backward
pass for normal
convolution!

3 x 3 deconvolution, stride 2 pad T

“Deconvolution” is a bad
name, already defined as
“inverse of convolution”

Better names:

Input gives convolution transpose,
weight for backward strided
filter convolution,

Input: 2x2 Output: 4 x 4 1/2 strided convolution,

upconvolution

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution”

'It is more proper to say “convolutional transpose operation”
rather than “deconvolutional” operation. Hence, we will be using
the term “convolutional transpose™ from now.

Im et al, “Generating images with recurrent adversarial networks”, arXiv 2016 “ . y
Deconvolution” is a bad

name, already defined as

_ _ _ o ‘inverse of convolution”
A series of four fractionally-strided convolutions (in some recent papers, these are wrongly called

deconvolutions Y , . . . :
Radford et al, “Unsupervised Representation Learning with Deep Convolutional Better names:

Generative Adversarial Networks”, ICLR 2016 convolution transpose,
backward strided
convolution,

1/2 strided convolution,
upconvolution

F.-F. Li, A. Karpathy and J. Johnson



Learnable Upsampling:
“Deconvolution” nappendn "

'It is more proper to say “convolutional transpose operation”
rather than “deconvolutional” operation. Hence, we will be using
the term “convolutional transpose™ from now.

Im et al, “Generating images with recurrent adversarial networks”, arXiv 2016 “ . y
Deconvolution” is a bad

name, already defined as

_ _ _ o ‘inverse of convolution”
A series of four fractionally-strided convolutions (in some recent papers, these are wrongly called

deconvolutions Y , . . . :
Radford et al, “Unsupervised Representation Learning with Deep Convolutional Better names:

Generative Adversarial Networks”, ICLR 2016 convolution transpose,
backward strided
convolution,

1/2 strided convolution,
upconvolution

F.-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

{ 224x224 224x%224

“« H H i i ” 2 1 H
Noh et al, “Learning Deconvolution Network for Semantic Segmentation”, ICCV 2015 F-F. Li, A. Karpathy and J. Johnson



Semantic Segmentation: Upsampling

{ 224x224 224x224

Normal VGG “Upside down” VGG

6 days of training on Titan X...

“« H H i i ” 2 1 H
Noh et al, “Learning Deconvolution Network for Semantic Segmentation”, ICCV 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation

Detect instances,
give category, label
pixels

“SimU|taneOUS : ' -"_ A person person
detection and e .

segmentation’
(SDS)

Lots of recent work
(MS-COCQ)

Figure credit: Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,

Xiv 2015
arxiv F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation i oo but

with segments

Hariharan et al, “Simultaneous Detection and Segmentation”, ECCV 2014 _
& F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation i oo but

with segments

External

Proposal Segment
Generation  proposals

Hariharan et al, “Simultaneous Detection and Segmentation”, ECCV 2014 _
& F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation i oo but

with segments

External
Proposal Segment Feature

Generation Pro posa|s Extraction

Hariharan et al, “Simultaneous Detection and Segmentation”, ECCV 2014 _
& F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation i oo but

with segments

External
Proposal Segment Feature

Generation Pro posa|s Extraction

_ Region
CNN

Mask out background
with mean image

Hariharan et al, “Simultaneous Detection and Segmentation”, ECCV 2014 _
& F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation i oo but

with segments

External
Proposal Segment Feature Region
Generation pro posa|s EXtraCtion CIaSSiﬁcation

Mask out background
with mean image

Hariharan et al, “Simultaneous Detection and Segmentation”, ECCV 2014 _
& F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation i oo but

with segments

External
Proposal Segment Feature Region Region
Generation  proposals Extraction Classification Refinement

Mask out background
with mean image

Hariharan et al, “Simultaneous Detection and Segmentation”, ECCV 2014 _
& F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Hypercolumns

Region Region
Classification Refinement
Person?
+1.8

Hariharan et al, “Hypercolumns for Object Segmentation and Fine-grained Localization”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Hypercolumns

Region Region
Classification Refinement
Person? S—— conv conv conv
+1.8 ! v Y
upsample upsample upsample
sigmoid
v
classifier
interpolation

Hariharan et al, “Hypercolumns for Object Segmentation and Fine-grained Localization”, CVPR 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Cascades

Similar to
Faster R-CNN

Won COCO 2015
challenge
(with ResNet)

Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,
arXiv 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Cascades

Similar to

Faster R-CNN /
—

Won COCO 2015 conv_feature map
challenge
(with ResNet)

Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,
arXiv 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Cascades

Region proposal network (RPN)

box instances (Rols)

Similar to
Faster R-CNN

Won COCO 2015
challenge
(with ResNet)

|~

conv feature map

Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,

arXiv 2015

F.-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Cascades

. Region proposal network (RPN)
Similar to boxinstances (Rols)

Faster R-CNN Reshape boxes to
fixed size,
— figure / ground

logistic regression
mask instances

Rol warping,

- / pooling
Won COCO 2015 -

conv feature map

for each Rol

challenge
(with ResNet)

Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,
arXiv 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Cascades

.. Region proposal network (RPN
Slmllarto J P pboxinstances(Rols) ( )

Faster R-CNN /

Reshape boxes to
fixed size,

figure / ground
logistic regression

mask instances

Mask out
background, predict
j object class
Rol wafplng, categorized instances
pooling
for each Rol
Won COCO 2015 -
conv feature map
challenge .
. masking
(with ResNet) ——

Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,
arXiv 2015 F-F. Li, A. Karpathy and J. Johnson



Instance Segmentation: Cascades

.. Region proposal network (RPN
Slmllarto J P pboxinstances(Rols) ( )

Faster R-CNN /

Reshape boxes to Learn entire model
fixed size, end-to-end!

figure / ground

logistic regression

mask instances

Mask out
background, predict
j object class
Rol wafplng, categorized instances
pooling
for each Rol
Won COCO 2015 -
conv feature map
challenge .
. masking
(with ResNet) ——

Dai et al, “Instance-aware Semantic Segmentation via Multi-task Network Cascades”,
arXiv 2015 F-F. Li, A. Karpathy and J. Johnson



Predictions Ground truth

Dai et al, “Instance-aware Semantic Segmentation via
Multi-task Network Cascades”, arXiv 2015 F-F. Li, A. Karpathy and J. Johnson



Segmentation Overview

e Semantic segmentation
o Classify all pixels
o Fully convolutional models, downsample then upsample
o Learnable upsampling: fractionally strided convolution
o Skip connections can help
e INnstance Segmentation
o Detect instance, generate mask
o Similar pipelines to object detection

F.-F. Li, A. Karpathy and J. Johnson



