Abstract—Capturing images under extremely low-light conditions poses significant challenges for the standard camera pipeline. Images become too dark and too noisy, which makes traditional enhancement techniques almost impossible to apply. Recently, learning-based approaches have shown very promising results for this task since they have substantially more expressive capabilities to allow for improved quality. Motivated by these studies, in this paper, we aim to leverage burst photography to boost the performance and obtain much sharper and more accurate RGB images from extremely dark raw images. The backbone of our proposed framework is a novel coarse-to-fine network architecture that generates high-quality outputs progressively. The coarse network predicts a low-resolution, denoised raw image, which is then fed to the fine network to recover fine-scale details and realistic textures. To further reduce the noise level and improve the color accuracy, we extend this network to a permutation invariant structure so that it takes a burst of low-light images as input and merges information from multiple images at the feature-level. Our experiments demonstrate that our approach leads to perceptually more pleasing results than the state-of-the-art methods by producing more detailed and considerably higher quality images.

Index Terms—computational photography, low-light imaging, image denoising, burst images.

I. INTRODUCTION

Capturing images in low-light conditions is a challenging task – the main difficulty being that the level of the signal measured by the camera sensors is generally much lower than the noise in the measurements [1]. The fundamental factors causing the noise are the variations in the number of photons entering the camera lens and the sensor-based measurement errors occurred when reading the signal [2], [3]. In addition, noise present in a low-light image also affects various image characteristics such as fine-scale structures and color balance, further degrading the image quality.

Direct approaches for capturing bright photos in low light conditions include widening the aperture of the camera lens, lengthening the exposure time, or using camera flash [1], [4]. These methods, however, do not solve the problem completely as each of these hacks has its own drawbacks. Opening the aperture is limited by the hardware constraints, and when the camera flash is used, the objects closer to the camera are brightened more than the objects or the scene elements that are far away [5]. Images captured with long exposure times might have unwanted image blur due to camera shake or object movements in the scene [6]. Hence, in the literature, there has been a wide range of studies which try to improve the quality of low-light images, ranging from traditional denoising and enhancement methods to learning-based approaches.

Image denoising is one of the classical problems in image processing, where the aim is to restore a clean image from a noisy image. Several methods have been proposed over the years to denoise images [7]–[19]. Most of these approaches rely on the images with Gaussian noise for developing a denoising model. Recently, deep learning-based methods that can deal with real image noise have been proposed [3], [20]. However, these approaches are not specialized to extremely low-light images which are harder to restore than a standard noisy image. Image enhancement is another active field of research, which has seen tremendous progress in the past few years.
years with deep learning [21]–[27]. Usually, these methods work with low dynamic range (LDR) input images and hence, their performance is also limited due to the errors accumulated in the camera processing pipeline. When compared to LDR images, raw images straight from the camera are more suitable to use for enhancing extremely low-light images since they contain more information and are processed minimally.

In the context of enhancing extremely dark images, See-in-the-Dark (SID) [28] is the first learning-based attempt to replace the standard camera pipeline, training a convolutional neural network (CNN) model to produce an enhanced RGB image from a single raw low-light image. For this purpose, the authors collected a dataset of short-exposure, dark raw photos and their corresponding long-exposure references. Their method is further improved by Maharjan et al. [29] and Zamir et al. [30] with some changes in the CNN architecture and the objective functions utilized in training. In a similar fashion, in our study, we develop a new multi-scale architecture for single image enhancement and use a different objective by combining contextual and pixel-wise losses. While the previous methods obtain an RGB image from a single dark raw image, we further explore whether the results can be improved by integrating multiple observations regarding the scene.

Bracketing is a well-known technique in photography that relies on rapidly taking several shots of the same scene. These shots usually differ from each other in terms of some camera settings, e.g. exposure, which capture characteristics of the scene differently, and thus they can be used for applications like constructing a high dynamic range (HDR) image. A technique similar to exposure bracketing is shooting each frame in the burst sequence with a constant exposure [4]. To our interest, when shot with a constant short exposure under low-light, these images represent different dark, noisy realizations of the same scene. Naturally, they provide us multiple observations about the scene when compared to a single dark image. While simply averaging these images reduces noise, results are not always satisfactory. For this reason, different techniques are introduced to merge the temporal pixels in the burst sequence [1], [4], [31]–[36]. Among these approaches, [34]–[36] use learning-based methods to process burst images. In these studies, burst images are fed to a CNN either by concatenating through channels or in a recurrent fashion. In our case, we propose a radically different approach and show that processing these burst images in a permutation invariant manner is a simple yet more effective approach. The order of burst images does not affect the output, and accordingly a more accurate output can be obtained. In Fig. [1] we present the results of the aforementioned extremely low-light image enhancement models along with our results. The multiple image enhancement models, which either employ burst imagery or integrate ensemble of enhanced images, give superior results than their single image counterparts, yet they still suffer from artifacts such as over-smoothing, and fail to recover fine-scale details in the image. Despite the remarkable progress of previous studies [28]–[30], [36], this example image demonstrates that there is still large room for improvement, regarding various issues such as unwanted blur, noise and color inaccuracies in the end results – especially for the input images which are extremely dark.

In a nutshell, to alleviate these shortcomings, in this study, we propose a learning-based framework that takes a burst of extremely low-light raw images of a scene as input and generates an enhanced RGB image. In particular, we develop a coarse-to-fine network architecture which allows for simultaneous processing of a burst of dark raw images as input to obtain a high quality RGB image.

Our main contributions are summarized as follows:

- We introduce a multi-scale deep architecture for image enhancement under extremely dark lighting conditions, which consists of a coarse-scale network and a fine-scale network.
- We further extend our coarse-to-fine architecture to design a novel permutation invariant CNN model that predicts an enhanced RGB image by integrating features from a burst of images of a dark scene.
- Our experiments demonstrate that our approach outputs RGB images with less noise and sharper edge details than those of the state-of-the-art methods. These are validated quantitatively based on several quality measures in both single-frame and burst settings.
- We also show that the proposed burst model can be applied to videos taken at dark environments involving dynamic objects by additionally incorporating a motion compensation module based on optical flows predicted from the outputs at the coarse-scale network.

Our models are publicly available at the project webpage: 
https://hucvl.github.io/dark-burst-photography/ 

II. RELATED WORK

Low-light images show different characteristics due to the lighting conditions of the environments, and the noise and/or motion blur they contain. In general, the approaches for low-light image processing can be divided into two groups, with respect to the darkness levels of the input images: (i) low-light image enhancement, and (ii) extremely low-light image enhancement. Generic low-light image enhancement methods refer to the approaches that restore the perceptual quality of images taken under poor illumination conditions, which suffer from low visibility. Enhancement models for extremely low-light images, on the other hand, deal with images captured under more severe conditions, which cannot be handled by the first group of works. In particular, the darkness of an image is directly related to the illuminance of a scene, which is measured in terms of lumens per meter squared (lux). In this sense, extremely low light images denote short exposure images (usually between 1/30 and 1/10 sec exposure) that are taken in 0.2-5 lux outdoor or 0.03-0.3 lux indoor scenes.

In this study, we explore the use of burst photography for enhancing extremely dark images. Since extremely low-light images contain severe noise, our work is also related to generic image denoising and burst photography. Hence, in this section, we provide a brief review of image denoising, low-light image enhancement, extremely low-light image enhancement and burst photography methods proposed in recent years.
Motivated by human color perception, Retinex-theory based approaches decompose the images into illumination and reflectance components, and take into account these components while enhancing the images \cite{27}. On the other hand, learning-based methods mostly include discriminative methods based on sparse autoencoders \cite{21} and CNNs that either directly estimate an enhanced image \cite{22,23} or extract an illumination map \cite{24,25}. Recently, researchers suggested some unsupervised models which employ adversarial losses for enhancement \cite{26} or CNNs for illumination curve estimation \cite{27}.

These low-light image enhancement methods provide good results under certain conditions. However, they fail to deal with the full extent of the challenges in imaging under extremely dark conditions. They mainly accept LDR images generated by the standard camera pipeline. Transforming raw images to LDR images introduces some information loss in the measurements which complicates the enhancement process. Hence, these low-light image enhancement models are favorable only when the input images are partly dark and do not exhibit serious color degradation and severe noise.

C. Extremely Low-Light Image Enhancement

As discussed in the introduction, enhancing extremely dark images was introduced as a challenging image enhancement task by Chen et al. in \cite{28}, and the See-in-the-Dark (SID) model proposed therein is the first model that specifically aims for solving this task. This approach processes a raw image captured under very poor illumination condition with a U-Net \cite{45} like architecture. Training of the model is carried out on a dataset of paired short and long-exposure images by taking into account a pixel-wise (L1) loss.

Very recently, there have been attempts to further improve the performance of SID. Maharjan et al. \cite{29} have proposed to use residual learning to boost the final image quality. Zamir et al. \cite{30} have used a hybrid loss function which is a combination of pixel-wise and multi-scale structural similarity (MS-SSIM) losses and a perceptual loss \cite{49,50}, which is defined by the absolute difference of the features extracted by a deep network. Interestingly, in \cite{36}, Ma et al. have developed an enhancement model for extremely low-light images, which employs recurrent convolutional neural networks to obtain a high quality result from a burst of input images. Although these works demonstrate progress in enhancing extremely low-light images, they do not completely solve the challenges of the dark scenes. As presented in Fig. 3 over-smoothing, color bleeding, recovery of thin structures or textures remain as the main difficulties of enhancing dark images.

As will be discussed in the next section, different from the aforementioned methods, we alternatively propose a multi-scale approach which uses a novel coarse-to-fine architecture that better handles the extremely low-light images by giving much sharper and more vivid colors. In addition, we use a combination of the L1 pixel loss and the recently proposed contextual loss function which maintains the image statistics better \cite{51}. Moreover, for our burst model, we employ a set-based permutation invariant architecture that jointly processes low-light input images in an orderless manner, giving perceptually plausible and high quality results.
There are also some recent efforts to extend the aforementioned image enhancement models to videos by additionally taking into account temporal consistencies. For instance, Chen et al. [52] extended their SID model to videos by training a Siamese network on static raw videos. Similarly, Jiang and Zheng [53] proposed a U-Net like architecture containing 3D convolution layers for the same purpose. In [54], Ma et al. presented a new computational photography technique with single-photon cameras that allows for generating high-quality images under fast motion and extremely low light conditions.

D. Burst Photography

Burst photography refers to the process of capturing a sequence of images each spaced a few milliseconds apart and subsequently integrating them to obtain a higher-quality image. For instance, the most intuitive way to produce a noise-free image is to capture a burst of images and apply simple averaging. Yet, this strategy gives unsatisfactory results in practice due to moving objects and/or a moving camera. Hence, a variety of more complicated methods were introduced to combine the information from multiple images in a more effective manner. Buades et al. proposed to apply standard averaging only for the aligned pixels and utilize the state-of-the-art denoising methods for the remaining pixels [31]. Joshi et al. developed a method that weights the pixels with respect to their sharpness levels by using Laplacian convolution [32] and accordingly utilizes these weights in obtaining higher quality images. Liu et al. proposed to fuse the consistent pixels with an optimal linear estimator [33]. Moreover, some researchers suggested to employ the information encoded in the frequency-domain for temporal fusion [1], [4], [55]. Recently, more sophisticated approaches have been proposed for denoising such as Kernel Prediction Networks [34], Recurrent Fully Convolutional Networks [35], and Permutation Invariant Networks [56], which process a burst of noisy and blurred images through deep CNN architectures.

These aforementioned models do not cope with the challenges of extremely dark images – with the exception of Liba et al. [1] and Hasinoff et al. [4] where the authors rely on hand-crafted strategies. As mentioned before, the only work that focuses on learning-based burst imagery in the extremely low-light conditions is the work by Ma et al. [36]. In this work, the authors utilized a recurrent convolutional neural network architecture, similar to the one in [35], to enhance a burst of raw low-light images. In our work, specifically motivated by these recent burst photography approaches, we develop a set-based permutation invariant CNN architecture that can be used to obtain a high quality image from a burst of extremely dark images. In particular, as compared to the recurrent model in [36] which processes each frame sequentially, our network jointly processes the burst frames in an orderless manner.

III. OUR APPROACH

Table I summarizes the notations used in the paper. Our aim is to learn a mapping from the domain of raw low-light images to the domain of long-exposure RGB images. To achieve this, we first propose a single-frame coarse-to-fine model and then extend it to a set-based formulation to process a burst of images. The details of our networks are illustrated in Fig. 4.

A. Coarse-to-fine Model

To recover fine-grained details from dark images, we propose to employ a two-step coarse-to-fine training procedure. The proposed architecture consists of a coarse network and a subsequent fine network. The purpose of the coarse network is to obtain a coarse enhancement result and an approximate noise map in lower resolutions, which can be considered as extra guidance data for the subsequent fine network. That is, the fine network processes the dark input image under the guidance of these two to obtain a refined output. Considering low-resolution inputs and outputs in our coarse network mainly speeds up the processing time and decreases the memory footprint of our overall framework. Similar strategies have been
proven very effective in various other tasks such as deblurring \[57\] and image synthesis \[58\]. Different than those approaches, our coarse network outputs a raw (denoised and enhanced) image. Predicting the coarse outputs in the raw domain also allows us to compute an approximate noise map from the input. Similar to some recent denoising methods \[3\], \[34\], we use this noise map as an additional input for the second stage of our framework. This introduces certain inductive biases into the model architecture that allows for extracting more fine-grained features that reflect the structure of the underlying extremely dark input image better.

In our proposed framework, the raw low-light input image is first downsampled by a factor of two and then fed to our coarse network. The coarse network, which is illustrated in Fig. 4(a), is trained on downsampled data and produces denoised and enhanced outputs in low-resolution:

\[
x^c = F_c(R_d(x))
\]

We utilize the output of the coarse network not just for guidance in assisting the fine network but also in approximating the noise by computing the difference between the upsampled coarse prediction and the raw low-light input, as:

\[
\hat{n} = x - R_u(x^c)
\]

The fine network takes the concatenation of the low-light raw input image, the output from the coarse network and the noise approximation as inputs and processes them to generate the final RGB output:

\[
\hat{y} = F_f(t), \quad t = (x, \hat{n}, R_u(x^c))
\]

Both our coarse and fine networks follow a U-Net like encoder-decoder architecture. In the encoder, they contain 10 convolution layers where the number of filters is doubled and the resolution is halved after every 2 convolution layers, with the initial number of filters is set to 32. In the decoder, they include deconvolution layers which are concatenated with earlier corresponding convolution layers through skip connections. Similar to the models in \[52\], \[59\], there are 16 residual blocks between the encoder and decoder of the fine network. Additionally, squeeze-excitation layers \[29\], \[60\] are added to the residual block before the summation with the identity branch. As shown in Fig. 3, the coarse network gives a fairly good enhancement result for a given extremely low-light image containing severe noise and color degradation. The fine network further improves the color accuracy and the details of the coarse network’s result, producing a higher quality image.

**B. Set-Based Extension to Burst Images**

Recently, there have been some attempts to study the invariance and equivariance properties of neural networks \[61\]–\[63\]. Zaheer et al. provided a generic method to train neural networks that operate on sets via a simple parameter sharing scheme \[64\], which allows for information exchange with a commutative operation. Based on this idea, Aittala and Durand proposed a permutation invariant CNN architecture for burst image deblurring \[56\]. In a similar vein, we also design a permutation invariant CNN model, but with a lower computational cost using multiple encoders and a single decoder.

We extend our coarse-to-fine model to a novel permutation invariant CNN architecture which takes multiple images of the scene as input and predicts an enhanced image. In particular, first, low-resolution coarse outputs are obtained for each frame \(x_i\) in the burst sequence, using our coarse network:

\[
x^c_i = F_c(R_d(x_i))
\]

In addition, we compute an approximate noise component \(\hat{n}_i\) for each frame, as

\[
\hat{n}_i = x_i - R_u(x^c_i)
\]

Finally, our set-based network accepts a set of tensors \(\{t_i\}\) as input, each instance \(t_i = (x_i, \hat{n}_i, R_u(x^c_i))\) corresponding to the concatenation of one of raw burst images \(x_i\), its noise approximation \(\hat{n}_i\) and the upsampled version of the coarse prediction \(R_u(x^c_i)\), and produces the final RGB output:

\[
\hat{y} = F_s(\{t_1, \ldots, t_m\})
\]
Here, $F_s$ represents our permutation invariant CNN, which has $m$ convolutional subnetworks which share parameters with each other and allow for information exchange between the features of burst frames. This is achieved by using a max-pooling over the set of burst features after each convolution layer in the encoder part of the network. Then, in the decoder part, instead of concatenating the deconvolution features with the corresponding earlier features, we concatenate them with the global max-pooled features computed in the encoder. Hence, without even changing the parameter size, we integrate the advantage of multiple observations to the network.

To obtain robustness to small motions, we apply max fusion between the features of burst frames after the second convolution block. As the features are downsampled, their alignment becomes much easier and the network benefits from the fusion of the higher-level features. To deal with large motions in the scene, however, we can utilize the outputs of our coarse network to estimate optical flows between consecutive frames. In our experiments, we employ the method in [65] to obtain the optical flow maps, which are then used to selectively zero out the regions with large motion$^1$. Thus, inputs to the fine network are these processed burst frames which differ from each other in the regions with small motion, and their fusion is performed via the max-pooling layers inside the network.

As Fig. 5 demonstrates, processing multiple dark images via the proposed burst network significantly improves the quality. Our burst model produces perceptually better and sharper results than our fine network and especially recovers the fine details and the texture much better. We analyze its ability to handle motion in more detail in our experimental analysis.

### C. Losses

To train our networks, we tested combining a pixel-wise loss ($L_1$) with two alternative featurewise losses, namely perceptual loss ($L_P$) [49], [50] and contextual loss ($L_{CX}$) [51], [66].

$^1$Here, we extract optical flows after converting the raw coarse Bayer data to raw RGB by splitting it into distinct RGB channels with the green channel obtained by averaging the two green subpixels in each two-by-two pattern.

#### Pixel-wise Loss. As the pixel-wise loss, we use the $L_1$ loss between the network output and the ground truth long-exposure image, given as:

$$L_1(y, \hat{y}) = \|y - \hat{y}\|_1. \quad (7)$$

#### Perceptual Loss. To measure the distance at a more semantic level, we employ the commonly used perceptual loss [49], [50], which uses high-level features from a pre-trained VGG-19 network [67], defined as:

$$L_P(y, \hat{y}, l) = \|\phi_l(y) - \phi_l(\hat{y})\|_1 \quad (8)$$

where $\phi_l(\cdot)$ denotes the feature maps at the $l$-th layer of the network.

#### Contextual Loss. As an alternative to the perceptual loss, we also consider the contextual loss proposed in [51], [66], which is shown to better capture changes in fine scale details. Specially, it measures the statistical difference between the feature distributions $\phi(y)$ and $\phi(\hat{y})$ extracted from $y$ and $\hat{y}$, respectively, and is defined as:

$$L_{CX}(y, \hat{y}, l) = -\log(CX(\phi(y), \phi(\hat{y}))) \quad (9)$$

where the statistical similarity $CX$ is estimated by an approximation of the KL-divergence, as follows.

Let $R = \{r_i\}$ and $S = \{s_j\}$ respectively represent the set of features extracted from a pair of images, with cardinality $N$, and $d_{ij}$ be the cosine distance between the features $r_i$ and $s_j$. Then, $CX(R, S) = \frac{1}{N} \sum_{i} \max_{j} CX_{ij}$ where

$$CX_{ij} = w_{ij} / \sum_{k} w_{ik}$$

and

$$w_{ij} = \exp((1 - d_{ij})/h), \quad d_{ij} = d_{ij}/(\min_{k} d_{ik} + \epsilon).$$

#### Implementation Details. To generate our training data, we extracted 512×512 pixels random patches for each input image and also generated their downsampled versions with half resolution (obtained by bilinear interpolation). Hence, the input patch sizes for the coarse and fine networks are 256×256 and 512×512 pixels, respectively. We follow the same preprocessing steps for raw data as in [28] by packing raw array into channels, subtracting black level, and scaling the data with the given amplification ratio. We first trained...
the coarse network $F_c$ by using Adam optimizer with a learning rate of $10^{-4}$ for 2000 epochs and $10^{-5}$ for 2000 epochs. Then, the fine network $F_f$ was trained with the same hyperparameters without fixing the parameters of the coarse network. Finally, we trained the set-based network $F_s$ for 1000 epochs by initializing its weights from the fine network. During the training of $F_s$, we randomly chose the number of burst input frames between 1 and 8. We trained both of our models by using a hybrid loss that consists of the pixel-wise $L_1$ and the contextual $L_{CX}$ loss function. For the contextual loss, we used conv3_2 and conv4_2 layers of the VGG-19 network. We implemented our model with Tensorflow library on an NVIDIA GeForce GTX 1080 Ti GPU. Training our model lasted about 4 days.

IV. EXPERIMENTAL EVALUATION

A. Dataset

Obtaining long-exposure images is practically difficult but they can serve as ground truth images if the low-light scenes are static. We train and evaluate our models on the SID dataset, which consists of short-exposure burst raw images taken under extremely dark indoor (0.2-5 lux) or outdoor (0.03-0.3 lux) scenes. These images are acquired with three different exposure times of 1/10, 1/25 and 1/30 sec, where the corresponding reference images are obtained with 10 seconds or 30 seconds exposures depending on the scene. We evaluate the performance of our models on the Sony and Fuji subsets. While the first one contains 161, 36 and 93 distinct burst sequences for training/validation/testing splits, the latter consists of 134, 38, and 93 sequences for training, validation and testing, respectively. The number of burst frames varies from 2 to 10 for each distinct scene. The burst images are totally aligned as they are captured with a tripod. The total number of images in this dataset is 5094, including the burst frames. Moreover, the images are categorized into three groups based on their amplification ratios ($\times 100$, $\times 250$, $\times 300$), measured as the ratio between the exposure times of the dark input image and the long-exposure ground truth. In addition to the SID dataset, we also train and evaluate our model on the Dark Raw Video (DRV) dataset. To our interest, this dataset contains both static videos with long exposure ground truth frames as well as dynamic videos with camera motion and/or moving objects. The videos are captured at 20 fps in dark (0.5-5 lux) and each is approximately 5.5 seconds long. There are a total

Fig. 6: Qualitative comparison of our coarse-to-fine single image (S) method for enhancing extremely low-light images, compared against the state-of-the-art models that also process single image. From top to the bottom row, the amplification ratios are $\times 250$, $\times 100$ and $\times 250$, respectively.
B. Competing Approaches

We compare our models with four state-of-the-art methods, SID [28], Maharjan et al. [29], Ma et al. [36] and Zamir et al. [30]. In our experiments, we used the pre-trained models provided by the authors of [28] and [29], and our implementations of the methods in [36] and [30] as their models are not publicly available. For Zamir et al. [30], we trained the U-Net model with the hybrid loss including pixel-wise $L_1$ and MS-SSIM losses and the perceptual loss $L_p$ for 4000 epochs. For the burst-based model by Ma et al. [36], we implemented a recurrent U-Net architecture, where the concatenated features from the previous frame, the single image model and the previous layer are fed to each convolution block of the network. We trained the model for 1000 epochs fixing the parameters of the single image network. Among these approaches, only the method by Ma et al. [36] processes a burst of images at once.

Hence, for a fair comparison with the single image models, we process each burst image independently via each model, take the average of these enhanced outputs as the final result, and report the predictions of these ensemble models accordingly. We also compare our model with the Seeing Motion in the Dark (SMID) method of Chen et al. on the DRV dataset [52].

C. Evaluation Metrics

We employ the popular peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) metrics, and also two perceptual image quality metrics, namely learned perceptual image patch similarity (LPIPS) [68] and perceptual image-error assessment through pairwise preference (PieAPP) [69]. These perceptual metrics can be used to quantify the natural distortion of images such as noise and blur as well as CNN-based distortions. We also employ perceptual index (PI) [70], a recently proposed no-reference image quality metric.

We want to note that PI metric was originally suggested for evaluating the perceptual quality of super-resolution methods by taking into account traditional distortions like blur and noise.
TABLE II: Performance comparison of single image models on the Sony and Fuji subsets of the SID dataset for different amplification ratios, with the best performing model highlighted with a bold typeface.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>PieAPP↓</th>
<th>PL↓</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>PieAPP↓</th>
<th>PL↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>×100</td>
<td>SID [28]</td>
<td>30.087</td>
<td>0.904</td>
<td>0.450</td>
<td>1.427</td>
<td>4.320</td>
<td>28.133</td>
<td>0.872</td>
<td>0.529</td>
<td>1.997</td>
<td>3.307</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. [29]</td>
<td>30.535</td>
<td>0.906</td>
<td>0.448</td>
<td>1.250</td>
<td>4.481</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>31.178</td>
<td>0.905</td>
<td>0.285</td>
<td>1.038</td>
<td>4.546</td>
<td>29.651</td>
<td>0.877</td>
<td>0.465</td>
<td>1.607</td>
<td>3.561</td>
</tr>
<tr>
<td>×250</td>
<td>SID [28]</td>
<td>28.428</td>
<td>0.887</td>
<td>0.482</td>
<td>1.601</td>
<td>4.577</td>
<td>26.477</td>
<td>0.824</td>
<td>0.561</td>
<td>1.960</td>
<td>3.885</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. [29]</td>
<td>28.787</td>
<td>0.888</td>
<td>0.488</td>
<td>1.443</td>
<td>4.961</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. [30]</td>
<td>28.254</td>
<td>0.878</td>
<td>0.462</td>
<td>1.462</td>
<td>4.956</td>
<td>26.581</td>
<td>0.817</td>
<td>0.501</td>
<td>1.767</td>
<td>7.613</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>29.337</td>
<td>0.888</td>
<td>0.315</td>
<td>1.053</td>
<td>4.906</td>
<td>27.535</td>
<td>0.830</td>
<td>0.546</td>
<td>1.601</td>
<td>4.189</td>
</tr>
<tr>
<td>×300</td>
<td>SID [28]</td>
<td>28.528</td>
<td>0.870</td>
<td>0.507</td>
<td>1.644</td>
<td>4.107</td>
<td>25.509</td>
<td>0.799</td>
<td>0.647</td>
<td>2.019</td>
<td>3.801</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. [29]</td>
<td>28.382</td>
<td>0.868</td>
<td>0.516</td>
<td>1.645</td>
<td>4.523</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. [30]</td>
<td>28.441</td>
<td>0.860</td>
<td>0.494</td>
<td>1.520</td>
<td>4.479</td>
<td>25.394</td>
<td>0.791</td>
<td>0.555</td>
<td>1.768</td>
<td>7.524</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>29.018</td>
<td>0.870</td>
<td>0.347</td>
<td>1.155</td>
<td>4.349</td>
<td>26.583</td>
<td>0.817</td>
<td>0.587</td>
<td>1.609</td>
<td>3.928</td>
</tr>
<tr>
<td>All</td>
<td>SID [28]</td>
<td>28.976</td>
<td>0.886</td>
<td>0.482</td>
<td>1.564</td>
<td>4.319</td>
<td>26.940</td>
<td>0.838</td>
<td>0.585</td>
<td>1.992</td>
<td>3.606</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. [29]</td>
<td>29.167</td>
<td>0.886</td>
<td>0.487</td>
<td>1.462</td>
<td>4.646</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. [30]</td>
<td>28.838</td>
<td>0.876</td>
<td>0.465</td>
<td>1.437</td>
<td>4.639</td>
<td>26.930</td>
<td>0.831</td>
<td>0.485</td>
<td>1.767</td>
<td>6.524</td>
</tr>
<tr>
<td></td>
<td>Ours (S)</td>
<td>29.780</td>
<td>0.886</td>
<td>0.318</td>
<td>1.088</td>
<td>4.581</td>
<td>28.204</td>
<td>0.847</td>
<td>0.521</td>
<td>1.606</td>
<td>3.841</td>
</tr>
</tbody>
</table>

D. Experimental Results

We first analyze the effectiveness of our coarse-to-fine strategy, and the performance gains achieved over the existing single image models. Fig. 8 shows visual comparison of our single image model against the state-of-the-art [28]–[30]. For the first image, the color of the books and the details of texts contained on the spines are better recovered by our model. For the second image, the fine details are more visible and the edges are sharper (e.g. the lines on the wall and the cable) in our result. For the third image, our model greatly reduces the noise in the dark regions. Moreover, it is apparent that our approach preserves the edges better. Table I shows quantitative analysis of our single image model on the SID Sony and SID Fuji datasets. Overall, our model outperforms the state-of-the-art in terms of PSNR, LPIPS, and PieAPP on the Sony subset. On the Fuji subset, we obtain the best results in terms of PSNR, SSIM, and PieAPP.

Fig. 8 presents some visual results of our burst model, along with a performance comparison to the burst method of [36] and the ensemble versions of the single image methods [28]–[30]. As evident from the zoomed-in regions, our permutation-invariant CNN model can produce enhancement results with much sharper and well restored texture details. On the other hand, the ensemble methods all suffer from over-smoothing of the fine-scale details such as the thin lines on the mat and the textured regions like the ground or green bush. The burst method of [36] does relatively better but its outputs are of low contrast. Table III clearly demonstrates the effectiveness of our approach that it achieves the best overall scores on the Sony and Fuji subsets of the SID dataset.

In Fig. 8 we show a comparison of our method to SMID [52] on a video from the static test set of DRV and the difference can clearly be seen. Our approach gives better result in terms of clarity and sharpness. Table IV presents a quantitative evaluation on this dataset showing that our model outperforms Chen et al.’s SMID [52] method on both PSNR, SSIM, and LPIPS metrics. In Fig. 9 we provide a qualitative result for a dynamic sequence from DRV and compare our approach with and without motion compensation against SMID. Both our burst model and SMID can handle large motion, but our approach can capture more realistic texture details with more vivid colors. To further validate that our approach can be also effectively applied to dynamic scenes, we conducted a user study on 22 dynamic test sequences from DRV since their long-exposure ground truths are not available. We showed video patches of size 600×450 pixels side-by-side, which are respectively sampled from our results and those of SMID, and asked 15 participants to identify the ones that they think have better perceived quality. We found that 58% of the subjects preferred our results against SMID. Moreover, in terms of no-reference quality metric PI, our model has a better score (3.762) compared to SMID (3.809).

In Table V we report the runtime performances of our single
for different amplification ratios, with the best performing model highlighted with a bold typeface.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>PieAPP↓</th>
<th>PL↓</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>PieAPP↓</th>
<th>PL↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>×100</td>
<td>SID (E) [28]</td>
<td>30.361</td>
<td>0.908</td>
<td>0.447</td>
<td>1.441</td>
<td>4.686</td>
<td>28.520</td>
<td>0.876</td>
<td>0.523</td>
<td>1.957</td>
<td>3.574</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. (E) [29]</td>
<td>30.833</td>
<td>0.909</td>
<td>0.445</td>
<td>1.324</td>
<td>4.863</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. (E) [30]</td>
<td>30.120</td>
<td>0.898</td>
<td>0.430</td>
<td>1.335</td>
<td>4.776</td>
<td>28.458</td>
<td>0.868</td>
<td>0.431</td>
<td>1.782</td>
<td>5.408</td>
</tr>
<tr>
<td></td>
<td>Ma et al. (B) [36]</td>
<td>30.429</td>
<td>0.908</td>
<td>0.423</td>
<td>1.312</td>
<td>4.295</td>
<td>28.890</td>
<td>0.879</td>
<td>0.503</td>
<td>1.808</td>
<td>3.416</td>
</tr>
<tr>
<td></td>
<td>Ours (B)</td>
<td>31.330</td>
<td>0.906</td>
<td>0.279</td>
<td>1.027</td>
<td>4.493</td>
<td>30.054</td>
<td>0.881</td>
<td>0.445</td>
<td>1.580</td>
<td>3.453</td>
</tr>
<tr>
<td>×230</td>
<td>SID (E) [28]</td>
<td>28.915</td>
<td>0.893</td>
<td>0.480</td>
<td>1.622</td>
<td>5.313</td>
<td>27.117</td>
<td>0.834</td>
<td>0.596</td>
<td>1.941</td>
<td>4.610</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. (E) [29]</td>
<td>29.289</td>
<td>0.893</td>
<td>0.480</td>
<td>1.525</td>
<td>5.609</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. (E) [30]</td>
<td>28.630</td>
<td>0.882</td>
<td>0.454</td>
<td>1.495</td>
<td>5.406</td>
<td>27.904</td>
<td>0.823</td>
<td>0.493</td>
<td>1.767</td>
<td>8.095</td>
</tr>
<tr>
<td></td>
<td>Ma et al. (B) [36]</td>
<td>29.053</td>
<td>0.896</td>
<td>0.470</td>
<td>1.517</td>
<td>4.429</td>
<td>27.135</td>
<td>0.834</td>
<td>0.611</td>
<td>1.781</td>
<td>3.881</td>
</tr>
<tr>
<td></td>
<td>Ours (B)</td>
<td>29.661</td>
<td>0.892</td>
<td>0.303</td>
<td>1.041</td>
<td>4.791</td>
<td>27.925</td>
<td>0.835</td>
<td>0.530</td>
<td>1.573</td>
<td>3.958</td>
</tr>
<tr>
<td>×300</td>
<td>SID (E) [28]</td>
<td>28.979</td>
<td>0.878</td>
<td>0.516</td>
<td>1.699</td>
<td>4.606</td>
<td>26.240</td>
<td>0.815</td>
<td>0.643</td>
<td>1.971</td>
<td>4.340</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. (E) [29]</td>
<td>28.783</td>
<td>0.875</td>
<td>0.520</td>
<td>1.744</td>
<td>5.003</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. (E) [30]</td>
<td>28.750</td>
<td>0.866</td>
<td>0.500</td>
<td>1.581</td>
<td>4.805</td>
<td>25.977</td>
<td>0.802</td>
<td>0.553</td>
<td>1.768</td>
<td>8.159</td>
</tr>
<tr>
<td></td>
<td>Ma et al. (B) [36]</td>
<td>29.078</td>
<td>0.884</td>
<td>0.467</td>
<td>1.464</td>
<td>4.018</td>
<td>26.043</td>
<td>0.815</td>
<td>0.625</td>
<td>1.834</td>
<td>3.974</td>
</tr>
<tr>
<td></td>
<td>Ours (B)</td>
<td>29.324</td>
<td>0.874</td>
<td>0.334</td>
<td>1.141</td>
<td>4.161</td>
<td>27.174</td>
<td>0.826</td>
<td>0.555</td>
<td>1.585</td>
<td>3.722</td>
</tr>
<tr>
<td>All</td>
<td>SID (E) [28]</td>
<td>29.383</td>
<td>0.892</td>
<td>0.484</td>
<td>1.596</td>
<td>4.850</td>
<td>27.493</td>
<td>0.847</td>
<td>0.577</td>
<td>1.957</td>
<td>4.077</td>
</tr>
<tr>
<td></td>
<td>Maharjan et al. (E) [29]</td>
<td>29.568</td>
<td>0.891</td>
<td>0.485</td>
<td>1.548</td>
<td>5.148</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Zamir et al. (E) [30]</td>
<td>29.132</td>
<td>0.881</td>
<td>0.462</td>
<td>1.480</td>
<td>4.983</td>
<td>27.387</td>
<td>0.837</td>
<td>0.482</td>
<td>1.773</td>
<td>6.922</td>
</tr>
<tr>
<td></td>
<td>Ma et al. (B) [36]</td>
<td>29.485</td>
<td>0.895</td>
<td>0.455</td>
<td>1.433</td>
<td>4.232</td>
<td>27.607</td>
<td>0.848</td>
<td>0.567</td>
<td>1.807</td>
<td>3.702</td>
</tr>
<tr>
<td></td>
<td>Ours (B)</td>
<td>30.043</td>
<td>0.890</td>
<td>0.308</td>
<td>1.076</td>
<td>4.461</td>
<td>28.655</td>
<td>0.853</td>
<td>0.499</td>
<td>1.579</td>
<td>3.671</td>
</tr>
</tbody>
</table>

Table III: Performance comparison of burst (B) and ensemble (E) models on the Sony and Fuji subsets of the SID dataset for different amplification ratios, with the best performing model highlighted with a bold typeface.

Table IV: Performance comparison with the Seeing Motion (BM) method of Chen et al. [52].

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMID [52]</td>
<td>28.474</td>
<td>0.906</td>
<td>0.357</td>
</tr>
<tr>
<td>Ours (S)</td>
<td>28.671</td>
<td>0.910</td>
<td>0.346</td>
</tr>
<tr>
<td>Ours (B) (3 frames)</td>
<td>28.924</td>
<td>0.915</td>
<td>0.336</td>
</tr>
<tr>
<td>Ours (B) (8 frames)</td>
<td>29.104</td>
<td>0.918</td>
<td>0.329</td>
</tr>
</tbody>
</table>

Table V: Runtime analysis for single image and ensemble/burst models. Running times are in seconds.

<table>
<thead>
<tr>
<th>Method</th>
<th>1 frame</th>
<th>4 frames</th>
<th>8 frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>SID [28]</td>
<td>0.307</td>
<td>1.069</td>
<td>-</td>
</tr>
<tr>
<td>Maharjan et al. [29]</td>
<td>2.287</td>
<td>3.045</td>
<td>-</td>
</tr>
<tr>
<td>Zamir et al. [30]</td>
<td>0.307</td>
<td>1.069</td>
<td>-</td>
</tr>
<tr>
<td>Ma et al. [36]</td>
<td>-</td>
<td>1.604</td>
<td>-</td>
</tr>
<tr>
<td>Ours (S)</td>
<td>0.566</td>
<td>2.152</td>
<td>-</td>
</tr>
<tr>
<td>Ours (B)</td>
<td>0.566</td>
<td>1.229</td>
<td>2.113</td>
</tr>
</tbody>
</table>

Fig. 9: Qualitative comparison of our burst method for enhancing extremely low-light dynamic videos, compared against the SMID method of Chen et al. [52].

image and burst models in comparison with other competing methods. In particular, we measure the time taken to process a single image and also a burst of 4 images. Our experiments are conducted on a machine with an NVIDIA GeForce GTX 1080 Ti 11GB graphics card using 4256×2848 pixels images. For single image enhancement, our single image model is a bit slower than SID [28] and Zamir et al. [30] due to its multi-scale architecture, though it gives better enhancement results as discussed before. For burst enhancement, our model achieves the second-best runtime performance, with 1.229 sec for a burst size of 4. This clearly demonstrates the advantage of having a shared decoder to process burst features, contrary to the competing approaches. We additionally report the runtime of our burst model to enhance a burst of 8 frames. As can be seen, the increase in the runtime is not linear in the number of processed images. We only observe 1.7× increase when the burst size is doubled from 4 to 8. We note that for the case of the burst size of 8, we were unable to report runtimes of the competing models as enhancing these frames within a single batch by these models exceed the limits of our GPU memory.

To show that our models can (partly) generalize to other camera sensors, in Fig. 10 and Fig. 11 we present example outputs of our single and burst image models on extremely dark photos taken with cameras of an iPhone 6s and an iPhone SE, respectively. Once again, Fig. 10 demonstrates that our model reduces the noise better than the state-of-the-art models [28]-[30], while accurately improving the texture details of the flower and the leaves. Similarly, Fig. 11 shows the cross-sensor generalization capability of our burst model. Our method produces a better result than both the traditional

5 We used our models trained on the Sony subset of SID since iPhone cameras have a Bayer filter array similar to that of the Sony α7S II camera used in collecting this subset.
Fig. 10: Enhancement results of a raw image captured by an iPhone 6s using 1/20 sec exposure time and 400 ISO. Our proposed single image enhancement model provides better noise reduction with more structural details, in comparison to the prior approaches.

Fig. 11: Enhancement results on a burst of 8 raw images taken with an iPhone SE with 1/10 sec exposure time and 400 ISO. Resulting images obtained by (a) averaging over the traditional pipeline, (b) averaging over the SID [28] predictions, (c) our burst model.

camera pipeline[6] and SID [28] in that it recovers the details of the water hose and the leaves of the tree more accurately.

E. Ablation Study

To better understand the effect of each component of our proposed architecture and the loss functions and to evaluate the contribution of the burst size to the overall quality, we conducted an extensive series of ablation tests.

TABLE VI: Comparison of the single-frame network architectures trained with $L_1$ loss.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>28.976</td>
<td>0.886</td>
<td>0.482</td>
</tr>
<tr>
<td>U-Net + Coarse-to-fine</td>
<td>29.426</td>
<td>0.889</td>
<td>0.468</td>
</tr>
<tr>
<td>U-Net + Coarse-to-fine + Residual</td>
<td>29.812</td>
<td>0.890</td>
<td>0.466</td>
</tr>
<tr>
<td>U-Net + Coarse-to-fine + Residual + SE</td>
<td>29.939</td>
<td>0.892</td>
<td>0.466</td>
</tr>
</tbody>
</table>

TABLE VII: Effect of the loss functions on the performance of the proposed burst enhancement model.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>PieAPP↓</th>
<th>PL↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>30.110</td>
<td>0.895</td>
<td>0.444</td>
<td>1.454</td>
<td>4.437</td>
</tr>
<tr>
<td>$L_1 + L_P$</td>
<td>29.927</td>
<td>0.887</td>
<td>0.276</td>
<td>1.228</td>
<td>4.896</td>
</tr>
<tr>
<td>$L_1 + L_{CX}$</td>
<td>30.043</td>
<td>0.890</td>
<td>0.308</td>
<td>1.076</td>
<td>4.461</td>
</tr>
</tbody>
</table>

Architectures In Table [VII] we show the effect of each component for our architecture trained with single frame and $L_1$ loss. U-Net indicates a standard U-Net used in [28], Coarse-to-fine refers to our multiscale approach, Residual denotes the extension where residual blocks are used between the encoder and decoder, and finally, SE corresponds to the case where squeeze-excitation layers are inserted into the residual blocks. As can be seen, our coarse-to-fine architecture improves all the scores. Moreover, these results are further improved with the use of residual blocks and the squeeze excitation layers.

Losses. As mentioned before, the loss function we used to train our networks consists of two complementary loss terms. The first term is the pixel-wise $L_1$ loss which is used to improve the accuracy of reconstructing a long-exposure image. The second term, on the other hand, is comprised of the contextual $L_{CX}$ loss function, which is utilized to improve the perceived quality of the end result.

In Table [VII] we quantify the effect of using the contextual loss, as opposed to the perceptual loss, in conjunction with the pixel-wise $L_1$ loss. First of all, the burst model trained with only $L_1$ loss results in higher PSNR and SSIM but relatively lower perceptual quality, which is in line with the previous observations [68], [70]. In that sense, adding either $L_P$ or $L_{CX}$ to our objective function provides a good tradeoff between pixel-wise and perceptual metrics. To inspect which one is better, we also qualitatively analyze the contribution of incorporating the perceptual loss $L_P$ or the contextual loss $L_{CX}$. As demonstrated in Fig. [12] either $L_P$ or $L_{CX}$ allows improving the perceived quality of the end-result. The resulting images have more realistic fine-scale details and texture while avoiding over-smoothing. To our interest, however, the network trained with the contextual loss tends to better recover the thin structures, especially at the darker regions, as compared to the others.

Burst Processing. In Fig. [13] we analyze how the number of frames in the burst sequence affects the performance of our model. Here, we provide the results obtained with a single input image and the burst sizes of four and eight frames. As can be seen from the zoomed-in results, the output quality improves with an increasing number of the burst images, the method gets much better at preserving texture details and thin
Fig. 12: Results of our method with different loss functions. Combination of contextual loss and pixel-wise loss gives visually more pleasing results, as compared to using the pixel-wise loss together with and without the perceptual loss.

Fig. 13: Effect of the burst size. As can be seen, as we increase the number of images in the burst sequence, the enhancement quality of our burst model improves further.

TABLE VIII: A quantitative comparison of the proposed burst model for varying number of burst images.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>PicAPP↓</th>
<th>PI↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (S)</td>
<td>29.780</td>
<td>0.886</td>
<td>0.318</td>
<td>1.088</td>
<td>4.581</td>
</tr>
<tr>
<td>Ours (B) (4 frames)</td>
<td>29.975</td>
<td>0.888</td>
<td>0.312</td>
<td>1.108</td>
<td>4.437</td>
</tr>
<tr>
<td>Ours (B) (8 frames)</td>
<td>30.043</td>
<td>0.889</td>
<td>0.308</td>
<td>1.076</td>
<td>4.461</td>
</tr>
</tbody>
</table>

TABLE IX: A quantitative comparison of the proposed burst model with the ensemble of the single image model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>Ours (E) (8 frames)</th>
<th>30.228</th>
<th>0.893</th>
<th>0.323</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sony</td>
<td>Ours (B) (8 frames)</td>
<td>30.043</td>
<td>0.889</td>
<td>0.308</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuji</td>
<td>Ours (E) (8 frames)</td>
<td>28.707</td>
<td>0.853</td>
<td>0.522</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRV</td>
<td>Ours (B) (8 frames)</td>
<td>28.655</td>
<td>0.853</td>
<td>0.499</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

F. Limitations
Our approach has a few limitations. First, as illustrated in Fig. 15, our model may sometimes hallucinate non-existing high-frequency details. We suspect that this is caused by the excessive noise in the raw images and may be alleviated to some extent by better modeling of the sensor noise. Second, our framework does not explicitly learn to perform white balance correction and tone mapping, and this somewhat affects the results. In an attempt to address this, we employ an additional post-processing step. In particular, we first apply the white balance correction method proposed in [71] to our result. Then, we adjust highlights and shadows using the Core Image API by Apple. Finally, we merge this image with the white-balanced image by using the exposure fusion method by Mertens et al. [72] to obtain a tone-mapped image. Fig. 16 presents the result of this post-processing step on a sample dark input image. It is evident that this post-processing strategy leads to a visually more pleasing image with vivid colors, further improving the perceived quality of the enhanced image.

V. Conclusion
In this study, we tackle the problem of learning to generate long-exposure images from a set of extremely low-light burst images. We developed a new deep model that incorporates a coarse-to-fine strategy to better enhance the details of the output. Moreover, we extended this network architecture to work with a burst of images via a novel a permutation invariant CNN architecture, which efficiently processes the information exchanged between the features of the burst frames. Our experiments show that our burst method achieves higher quality results than the state-of-the-art models, better capturing finer details, texture and color information and reducing noise. That being said, our analysis also suggests that there is still much room for improvement, especially for ultra-low light scenes.
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Ours (ensemble) 0.754/27.001/0.470
Ours (burst) 0.740/26.728/0.451
Ours (ensemble) 0.950/32.714/0.282
Ours (burst) 0.950/33.890/0.229

Fig. 14: A comparison between our burst model and the ensemble version of our single image model for a burst size of 8 images. Our set-based approach, which performs fusion at the feature-level, gives perceptually better enhancement results. SSIM, PSNR, and LPIPS scores are also given for each result in this given order.

(a) Traditional pipeline  
(b) Ours (burst)

Fig. 15: Limitation of our approach. It may sometimes hallucinate false high-frequency details for extremely noisy regions.

Ours  
Ours + Post-process

Fig. 16: Effect of the post-processing procedure applied to the result of our model for a low-light image captured with 0.1 sec exposure. Post-processing further improves the perceived quality of the enhanced image.
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