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Introduction 

• The goal is; label each pixel in a set of  images if  they 

belong to underlying common object. 

• The task is; co-segmentation, jointly segment recurring 

objects that are common in multiple images. 

• The environment is; internet image collections, lots of  

images and diverse results.  

• Challenging, many noise images 

• (not anymore? - Google) 



Introduction 

• In this paper; 

• A correspondence based object discovery and co-

segmentation algorithm is proposed. 

• The assumption is; pixels belonging to common 

object should be; 

• Salient 

• Sparse 

 

 



Related Work 

• Object Discovery 

• In a supervised setup – LDA (Russell et al., Sivic et al.) 

• Generative model for the distribution of  mask, edge 

and color. (Winn and Jojic) 

• VisualRank (Jing and Baluja) 

 

 



Related Work 

• Co-segmentation 

• Cosegmentation of  image pairs by histogram matching, 

Rother et al., CVPR ‘06 

• Discriminative clustering for image cosegmentation, 

Joulin et al., CVPR ’10 

• Segmentation propagation in imagenet, Kuettel et al., 

ECCV ‘12 



Object Discovery and 

Segmentation 

• Dataset, N images 

• I = {I1,…,IN} 

• Goal, compute binary masks for each image Ii 

• B = {b1,…,bN} 

• Pixel x = (x,y) 

• bi(x) = 1, indicates foreground 

• bi(x) = 0, indicates background at location x. 



Image saliency 

• Contrast-based saliency(Cheng et al.) 

• Based on color contrast; how different a pixel is from 

other pixels 

• Given a saliency map for each image they compute 

dataset-wide normalized saliency Mi and define the 

term below; 

Fi

saliency(x) = - logMi (x)



Pixel Correspondence 

• Establish reliable correspondence between pixels in 

different images. 

• SIFT flow 

• A new objective function encourages matching 

foreground pixels between images. 

 



Pixel Correspondence 

• For large datasets first find for each image Ii a set of  

similar images Ni. 

• Global image statistics 

• Weighted GIST 

• Based on computed correspondence, the matching 

term is defined; 

 





Foreground Likelihood 

• Use the saliency and matching term to define the 

likelihood of  a pixel label. 

 



Regularization 

• Intra-image compatibility  

 

 

• Inter-image compatibility 

 



Regularization 

• Learn the color histogram 

 

• Combining all these, cost function; 

 



Optimization 

• Optimize the correspondences W and bin. masks B. 

• Coordinate descent is used. 

• Cost function is non-convex. 



Results 

• 4 algorithms are compared using co-seg. datasets; 

• MSRC (14 classes)  

• New precision 87.66%  

• Old precision 73.61% and 54.65% 

• iCoseg (30 classes) 

• New precision 89.84% 

• Old precision 70.21% and 70.41% 





Results 

• Better than Vicente et al.’s state-of-the art object co-

segmentation. 

 



Results 

• On internet dataset 

• Car (~4K images), horse (~6K images), airplane (~4K 

images). 

• LabelMe and Mechanical Turk 

• 1306 car, 879 horse, 561 airplane images are labeled. 

 



Results 

• Comparison with previous co-segmentation methods 

on the internet dataset. 

 





Thank you! 

• Questions? 


