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• A raft with 3 adults and two children in a river. 
• Four people in a canoe paddling in a river lined with cliffs. 
• Several people in a canoe in the river. 

 



Problem Overview 

• the problem of understanding and predicting 
perceived importance of image content.  

• What factors do people inherently use to 
determine importance? 



 



• There are some underlying consistent factors 
influencing people’s  perception of importance 
in pictures. 

– factors related to image composition such as size 
and location 

– factors related to content semantics such as 
category of object and category of scene 

– factors related to context, including object-scene 
or attribute-object context 



Approach 

 1. Gathering data, content labels and 
descriptions 

 2. Mapping from content to description 

 3. Exploring importance factors 

 4. Building and evaluating models to predict 
importance 



Data 

• ImageCLEF Dataset 

– Collection of 20K images covering various aspects 
of contemporary life, such as sports, cities, 
animals, people, and landscapes. 

– IAPR TC-12 Benchmark includes a free-text 
description for each image. 

– Each image is also segmented into constituent 
objects and labeled according to a set of (275) 
labels. 



Data 

• UIUC Pascal Sentence Dataset 

– Consists of 1K images sub-sampled from the 
Pascal Challenge. 

– 5 descriptions written by humans for each image. 

– Annotated with bounding box localizations for 20 
object categories. 



Collecting Content Labels 

• Object labels 

–  present in each of data collections 

• Scene labels  

  Mechanical Turk is used for 
 the UIUC dataset. 

• Attribute labels  
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Mapping from content to description 
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Exploring importance factors 
Compositional Factors 

• Size is measured as object size, normalized by image size. 
• Location is measured as the distance from the image center 

to the object center of mass, normalized by image size. 



Exploring importance factors 
Compositional Factors 

 



Exploring importance factors 
Semantic Factors 

• 2 kinds of semantic information 

– How the category of an object influences the 
probability that the object will be described 

– How the scene category of an image and strength 
of its depiction influences the probability that the 
scene type will be described 



Exploring importance factors 
Semantic Factors 

 



Exploring importance factors 
Semantic Factors-Object Type 

• Very unusual objects tend to be mentioned. 
• Human pays attention to people inherently. 
• Animate objects are much more likely to be mentioned.  



Exploring importance factors 
Semantic Factors-Scene Type 

• The scene category is much more likely to be mentioned for 
indoor scenes (avg. 0.25) than outdoor scenes (avg 0.12).   



Exploring importance factors 
Context Factors 

• 2 kinds of contextual factors 

– Object-scene context 

• The probability of an object being described given that 
it occurs in a particular scene.  

– Attribute-object context 

• the probability of an attribute being described given 
that it occurs as a modifier for a particular object 
category. 



Exploring importance factors 
Context Factors 

Object-Scene Context  



Exploring importance factors 
Context Factors 

Attribute-Object Context  
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Predicting Importance 

 



Predicting objects in 
sentences (ImageCLEF+UIUC) 

 



Predicting scenes in 
sentences (UIUC) 

 



Predicting attributes in 
sentences (UIUC) 

 



Conclusion 

• They have proposed several factors related to 
human perceived importance, including factors 
related to image composition, semantics, and 
context.  

• They explore the impact of these factors 
individually on two large labeled datasets.  

• Finally, they demonstrate discriminative methods 
to predict object, scene and attribute terms in  
descriptions given either known image content, 
or content estimated by state of the art visual 
recognition methods. 
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