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A fundamental problem in the applications involved with aerodynamic flows is the difficulty

in finding a suitable dynamical model containing the most significant information pertaining

to the physical system. Especially in the design of feedback control systems, a representative

model is a necessary tool constraining the applicable forms of control laws. This article

addresses the modelling problem by the use of feedforward neural networks (NNs). Shallow

cavity flows at different Mach numbers are considered, and a single NN admitting the Mach

number as one of the external inputs is demonstrated to be capable of predicting the floor

pressures. Simulations and real time experiments have been presented to support the learning

and generalization claims introduced by NN-based models.
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1. Introduction

Modelling is a key stage in feedback control of
aerodynamic flows. The applicable forms of control
techniques depend on the structural properties of the
underlying mathematical model, such as those expressed
in continuous time or discrete time, linear or nonlinear,
delayed or delay-free and so on. Modelling using Neural
Networks (NNs) is one alternative that is motivated by
the facts that real-time observations are generally noise
corrupted and even rough models of the overall system
constituents such as actuators, sensors and system
dynamics are often unavailable. From this point of
view, the problem in hand is a good example that can
enjoy the possibilities offered in the realm of
neurocomputing.
Some work has been carried out in the past decade to

explore the use of NN techniques in flow control with
various degrees of success. Among these are efforts
exclusively focused on the numerical simulation of the

flow model and of the corresponding control. Jacobson
and Reynolds (1993) conducted a numerical study on
the control of wall shear stress in a boundary layer by
using feedforward NNs as controllers, which showed
skin friction reduction by about 8%. Applications of
generalised and specialised learning architectures are
presented with the goal of inverting the plant dynamics.
The neurocomputing techniques exploited in Jacobson
and Reynolds (1993) have their roots in the pioneering
work of Narendra and Parthasarathy (1990) and
relevant applications are seen later on in Agarwal
(1997). The study of active laminar flow control by
Fan et al. (1993) showed that a properly trained NN can
establish complex nonlinear relationships between mul-
tiple inputs and outputs which are peculiar to an active
flow control system. They also used experimental data
but did not validate the control system experimentally.
The work demonstrates the cancellation of wave
disturbances in transitional boundary layers by a
pretrained NN. Sensors measure either wall pressure
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8 or wall shear stress. Training strategies and performance
measures are considered, and fault tolerance capability
of NN is emphasised. Faller et al. (1994) obtained a NN
model of a pitching airfoil based on experimental data.
With limited training data, the model predicts unsteady
surface pressure topologies within 5% of what is
available in the experimental data. Given the actuator
control signals, the NN anticipates the interactions
between the unsteady flow field and airfoil. The NN has
47 inputs, 45 outputs, 2 hidden layers containing
32 neurons in each, which is very large. Error
Backpropagation (EBP) method is used until the Sum
Squared Error (SSE) obtained over the training pairs
decreases below a reasonably small value. Pressure
values on the airfoil are estimated by using the
recordings of angle of attack and its time derivative.
The NN controller has 6 inputs, single output, 2 hidden
layers containing 12 neurons in each, and a desired lift/
drag response is aimed to be observed. Kawthar-Ali and
Acharya (1996) conducted a similar study but obtained
a more marginal performance improvement. The simu-
lation of Lee et al. (1997) on the use of an adaptive
controller based on NN to reduce drag in a turbulent
channel flow predicted 20% drag reduction.
Interestingly, in that study, a simpler control scheme
was derived from NN that produced the same amount of
drag reduction with standard inverse control. An
extended survey is presented in Kim (2003). Linear
quadratic regulators, linear quadratic Gaussian con-
trollers and adjoint-based suboptimal controls are
considered. The work discusses the issues on model
reduction, cost function, control laws, actuators, numer-
ical issues and the effects of Reynolds number. Yuen
and Bau (1998) used a NN-based approach to suppress
chaotic convection in a thermal convection loop. The
NN was connected in series with the plant and it utilised
the EBP algorithm to compute the weights and biases of
the neuron. Adaptive controller developed later by the
same authors has provided a better performance than
this NN controller (Yuen and Bau 1999). Finally, Giralt
et al. (2000) used NN to model the nonlinear dynamics
of the turbulent flow past a cylinder. The method was
able to capture and identify the coherent and disordered
motions in the flow.
As outlined above, some work has been done in the

past decade to explore the use of NN techniques in flow
control with various degrees of success. Several of these
works showed promising results but were based on
numerical simulations and lacked any experimental
validation of the concept. The few experimental studies
available are concerned with slowly varying states of the
flow. To the best of our knowledge, no attempt has been
made so far in using NN to model a more dynamic,
higher frequency flow. Therefore, many questions remain
open about the merit and effectiveness of NN techniques

in flow modelling and control. Having this motivation
in mind, in this article, we investigated the use of NN
to model the acoustic resonance of a subsonic flow over
a shallow cavity. A comprehensive review of this self-
excited phenomenon and of different techniques for its
control are given by Cattafesta et al. (2003) and by
Rowley and Williams (2006). Rossiter (1964) first
developed an empirical formula for predicting the
cavity flow resonance frequencies, today referred to as
Rossiter frequencies or modes. His original model was
later refined by Heller and Bliss (1975) to account for the
dependence on the Mach number of the acoustic
propagation. The goal of our study is to develop an
emulator predicting the floor pressure values based on
localised sensory information. The methodology and the
obtained simulation results are discussed in the third
section followed by real time experimental results in
section 4, and conclusions constitute the last part of the
article.

2. The experimental facility

In this study, the experimental facility described in more
detail in Debiasi and Samimy (2003, 2004) is used. The
core of the experimental setup consists of an optically
accessible, blow-down type wind tunnel with a test
section of equal width and height, W¼H¼ 50.8mm
(figure 1). A cavity that spans the entire width of the test
section is recessed in the floor with a depth D¼ 12.7mm
and length L¼ 50.8mm for an aspect ratio L/D¼ 4. For
control, the cavity shear-layer is forced by a 2D
synthetic-jet type actuator issuing from the end slot of
a high-aspect-ratio converging nozzle embedded in the
cavity leading edge and spanning the width of the cavity;
see figure 2. Actuation is provided by the movement of
the titanium diaphragm of a Selenium D3300Ti com-
pression driver whose voltage signal is amplified by a
Crown D-150A amplifier. Additional information on
the characteristics of the actuator and of its output is
presented in Debiasi and Samimy (2004). The pressure
fluctuations are measured by Kulite dynamic pressure
transducers placed in different locations in the test
section; see figure 3.

Since the experimental facility enables us to acquire
pointwise measurements from a pre-selected set of
critical locations within the cavity, one could use this
information for devising a predictor yielding the
behaviour at a chosen sensor location based on available
data. This is done using a dSPACE 1103 digital signal
processor (DSP) board connected to a Dell Precision
Workstation 650. This system acquires the pressure
transducer signals simultaneously at a sampling fre-
quency of 50 kHz, which corresponds to a sampling
period T¼ 20 ms, through 16-bit input channels, and

106 M. Ö. Efe et al.
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manipulates them to produce the desired output signal
from a 14-bit output channel. Each recording is band-
pass filtered between 200 and 10,000Hz to remove
spurious frequency components. The simultaneous time
traces collected from these transducers have been used

to train the NN with the characteristics described in Efe
et al. (2004, 2005b) and in Yan et al. (2004). It is
critically important to emphasise that the data must be
spectrally rich enough to capture cases that are likely to
be encountered in real-time operation. This makes sure

Figure 2. Cutout of the wind tunnel showing the converging nozzle, the test section, the cavity, the actuator coupling, and the

placement of a Kulite transducer in the cavity floor.

Figure 1. A photograph of the cavity flow facility.

Neural network-based modelling of subsonic cavity flows 107
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that the NN responds appropriately to the input
variables.
In Debiasi and Samimy (2004), it is observed that the

cavity flow exhibits strong, single-mode resonance in the
Mach number ranges 0.25–0.31 and 0.39–0.5, and multi-
mode resonance in the Mach number range 0.32–0.38.
In the same study, Debiasi and Samimy (2004) also
observed that the frequency of sinusoidal forcing with
the synthetic jet-like actuator has a major impact on the
cavity flow resonance whereas the effect of the
amplitude is relatively minor and it affects the control
authority only at higher Mach numbers. This prompted
the development of a logic-based type of control that
searches the forcing frequencies in a closed-loop fashion
that reduce the cavity flow resonant peaks and then
maintains the system in such conditions through an
open-loop control. The technique performed well in the
experimental trials and allowed identification of optimal
frequencies for the reduction of resonant peaks in the
Mach number range 0.25–0.5. For the Mach 0.30 flow
figure 4 shows sound pressure level spectra between 200
and 10 kHz (to which correspond Strouhal numbers St

based on the cavity length in the range 0.10–4.98). The
unforced flow (thin line) exhibits a strong resonant peak
at about 2850Hz (St¼ 1.42) which is reduced by
application of optimal sinusoidal forcing at 3920Hz
(St¼ 1.95, thick line).
Some linear feedback controllers have also been

developed for subsonic cavity flows (Yan et al. 2006).
Experimental results summarised in this reference have

offered two important conclusions: (i) all the linear
controllers derived from a linear plant model for a single
dominant Rossiter mode were able to suppress the
cavity oscillations at this mode, but they shift the
oscillations to another Rossiter frequency, which was
not present explicitly in the unforced case; and (ii)
adding a zero to the simplest of these linear controllers,
the proportional controller, avoids this problem, pro-
vided that the location of the zero matches the newly
excited Rossiter mode mentioned above. The real time

Figure 3. The locations of the pressure transducers placed in the test section.
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Figure 4. Cavity floor sound pressure level (SPL) spectrum

of the Mach 0.3 flow unforced (thin line) and with optimal

sinusoidal forcing at 3920Hz (thick line).

108 M. Ö. Efe et al.
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implementations on DSP board (Yan et al. 2006)
showed that the zero placement with a suitable time-
delay block provides good elimination of the frequency
of oscillation and robustness with respect to different
Mach numbers. The resonant peak reduction is compar-
able to that obtained with logic-based control, figure 5.
Furthermore, the method is more robust, with respect to
slight changes in flow parameters, than the logic-based
controller.
These simple, yet effective, control techniques repre-

sent a reference against which alternative control
strategies could be compared, e.g. neurocontrollers or
controllers that exhibit some degree of autonomy and
intelligence. Nevertheless, the availability of an emulator
often precedes the controller design and this fact
motivates us to approach the problem systematically
from the neurocomputing point of view. In the next
section, we summarise the tuning scheme that we adopt
in adjusting the parameters of the NN.

3. Neural networks and modelling

Artificial NNs have extensively been used in applica-
tions requiring numerical power, structural flexibility
and associated adaptability, fault tolerance and some
degrees of autonomy. Modelling of dynamic systems is
one of the fields that enjoy the solutions offered by
connectionist approaches. The diversity of architectures
and the tuning schemes make the NNs attractive tools
that display a blending of heuristics and analytic
approaches collectively and synergistically. In this
section, we summarise the parameter adjustment strat-
egy and the development of the emulator utilised in the
experiments.

3.1 The training algorithm: levenberg–marquardt
technique

The first step of understanding the system dynamics is to

develop a model to emulate the behaviour of the flow at

particular locations. A good alternative for achieving this

is to utilise the NN structures as emulators (identifiers).

Referring to figure 6, one sees that the relevant input

pattern and the desired pattern are available from the

measurements, and the parameters of the emulator are

adjusted in such a way that a quadratic cost function

based on the output error is minimised. Although the

EBP technique is quite popular for NN training

purposes, it is a first order method, i.e. it uses the first

order partial derivatives of the cost function. On the other

hand, Levenberg–Marquardt (LM) technique utilises the

second order derivatives and therefore finds a better path

towards the minimum of the cost function. Despite its

computational burden stemming from the matrix inver-

sion at each iteration, the training performance is

superior to EBP. The analytical procedure for LM

optimisation scheme is summarised as follows: The

algorithm is an approximation to the Newton’s

method, and both of them have been designed to solve

the nonlinear least squares problem (Hagan and Menhaj

1994, Battiti 1992). Consider aNNhavingO outputs, and

N adjustable parameters denoted by the vector !. If there
are P data points (measurements, or patterns) over which

the interpolation is to be performed, a cost function

qualifying the performance of the interpolation can be

given as

Eð!Þ ¼
1

P

XP
p¼1

XO
0¼1

ðdop � xopð!ÞÞ
2, ð1Þ

where xop is the value at the oth output of the neural

emulator in response to the pth pattern, and dop is the

corresponding target entry. It should be noted that if

only the value at the cavity floor is of interest, then we

have single output, i.e. O¼ 1, and dop denotes the

recorded sensory value at the cavity floor (figures 2

and 3). The parameter update prescribed by Newton’s

algorithm is given as

!kþ1 ¼ !k � ðr
2
!Eð!kÞÞ

�1
r!Eð!kÞ ð2Þ
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Figure 5. Cavity floor SPL spectrum of the Mach 0.3 flow

unforced (thin line) and with parallel-proportional with time-

delay control (thick line).

Neural 
identifier

Tuning 
algorithm

− +
Recorded 

information from 
S1, S2,..., S5 and M

Recorded 
information

from S6

Output error

Figure 6. NN-based identifier training architecture.
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8 where k stands for the discrete time index. Here,

r2
!Eð!kÞ ¼ 2Jð!kÞ

TJð!kÞ þ gðJð!kÞÞ with gðJð!kÞÞ being

a very small residual, and r!Eð!kÞ ¼ 2Jð!kÞ
Teð!kÞ with

e and J being the error vector and the Jacobian as given

in (3) and (4) respectively.

e¼ ðe11 . . . eO1 e12 . . . eO2 . . . e1P . . . eOP Þ
T
ð3Þ

Jð!Þ ¼

@e11ð!Þ

@!1

@e11ð!Þ

@!2
. . .

@e11ð!Þ

@!N

@e21ð!Þ

@!1

@e21ð!Þ

@!2
. . .

@e21ð!Þ

@!N

..

. ..
. ..

.

@eO1ð!Þ

@!1

@eO1ð!Þ

@!2
. . .

@eO1ð!Þ

@!N

..

. ..
. ..

.

@e1Pð!Þ

@!1

@e1Pð!Þ

@!2
. . .

@e1Pð!Þ

@!N

@e2Pð!Þ

@!1

@e2Pð!Þ

@!2
. . .

@e2Pð!Þ

@!N

..

. ..
. ..

.

@eOPð!Þ

@!1

@eOPð!Þ

@!2
. . .

@eOPð!Þ

@!N

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð4Þ

The well-known Gauss–Newton algorithm can be

given as

!kþ1 ¼ !k � ðJð!kÞ
TJð!kÞ

�1Jð!kÞ
Teð!kÞ ð5Þ

and the LM update can be constructed as

!kþ1 ¼ !k � ð�IN�N þ Jð!kÞ
TJð!kÞÞ

�1Jð!kÞ
Teð!kÞ ð6Þ

where �>0 is a user-defined scalar design parameter

for improving the rank deficiency problem of the matrix

Jð!kÞ
TJð!kÞ. It is important to note that, for small �, (6)

becomes the standard Gauss–Newton method (see (5)),

and for large �, the tuning law becomes the standard

EBP algorithm. Therefore, LM method establishes a

good balance between EBP and Gauss–Newton

strategies.

3.2 Training of the emulator (identifier)

In training the emulator, the NN is asked to realise the

mapping from current state of the flow and external

excitation to the next state of the flow. The state of the

flow is described by the information acquired from the

chosen sensors. Define the following variables;

S1 measures u1,k, the actuation signal in volts
(figure 3)

S2 measures u2,k, the pressure fluctuations just
before the actuator exit,

S3 measures u3,k, the pressure fluctuation just
after the actuator exit (i.e. at the shear layer
receptivity region just downstream of the
cavity leading edge),

S4 measures u4,k, the pressure fluctuations (if
any) before the cavity,

S5 measures u5,k, the pressure fluctuations at
the cavity trailing edge,

S6 measures dk, the pressure fluctuations at the
center of the cavity floor.

A natural question at this point would be on the
rationale behind the chosen placement configuration of
sensors. Clearly, the idea is to locate these sensors in
such a way that the collected information carries
sufficient information about the process at hand.
However, for an experimental study like this, it is
difficult to know the adequacy of the sensory informa-
tion as well as the minimality of the number and the
placement of the sensors. We therefore presume that the
information close to the cavity leading edge (S3) where
the shear layer is excited and close to the cavity trailing
edge (S5) where the acoustic feedback is produced
are valuable as they correspond to boundaries around
which the information is supposedly dense. On the other
hand, the measurements immediately before (S2) and
past (S3) the point of entry of the control flow and the
control signal produced in the host computer (S1) are
necessary to justify the functionality of the actuation
periphery, which is aimed to implement the signal
produced in the host computer. The measurements
provided by S6 are necessary to have the history of the
floor pressures. Although it turned out to be optional
later on, the sensor S4 is placed to read data about the
behaviour of the incoming flow before its interactions
with the control flow. The sensors are flush-mounted on
the walls for minimal flow disturbance. The effect of the
boundary layer above the sensory surface of S3, S4 and
S5 is an increase of the broadband background noise
that only marginally masks the resonant peaks
(figure 7).

With these facts behind, a series-parallel NN emulator
is desired to realise the model (Narendra and
Parthasarathy 1990)

xkþ1 ¼ fðdk, dk�1, . . . , dk�l, u1, k, u1, k�1, . . . , u1, k�m, . . . u5, k,

� u5, k�1, . . . u5, k�n,MÞ, ð7Þ

where the optimisation problem is to form the
function f and the parameters l, m, . . . , n are the

110 M. Ö. Efe et al.
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user-specified delay-depths on selected channels. In
addition to these, xk is a prediction for dk. One
should notice that the Mach number denoted by M
could be an external input to the NN model. If such
an approach succeeds, this would let us have a
generalised NN emulator that can be used at different

Mach numbers (i.e. different flow regimes). Towards
this goal, we have collected a set of experimental data
for several test cases at 50 kHz sampling rate. The
data acquisition conditions are tabulated in table 1,
every line of which corresponds to a separate
experiment letting us have 65,536 samples of data
from the sensors shown in figure 3. The conditions
encompass Mach regimes of representative flows in

the subsonic range of interest. For each flow
condition we collected data of without forcing (base-
line), with white-noise forcing, and with optimal
sinusoidal forcing for noise reduction. In preparing
the training data set from the experiments listed in
table 1, we have chosen the white noise excited cases
forcing the actuator just below the saturation level.
This is an intentional choice for training data

collection and the reason is straightforward: The
training data should contain the cases that are likely
to happen in practical situations, i.e. the signals must
be spectrally rich enough to excite the system
dynamics persistently.

In order to validate the modelling claim of the article,

the mechanism illustrated in figure 6 has been imple-

mented with a simple feedforward NN structure having

eight inputs, four hyperbolic tangent hidden neurons

and one linear output neuron. The rationale that lies

behind is the minimisation of the discrepancy between

the process outputs and the NN response over a set of

input–output pairs without excessive computational

complexity. Complicated NN structures can yield more

precise mappings than simple ones at the cost of high

computational burden yet simpler structures operate fast

but the approximation error is large. Among many other

experiments considering alternative configurations, the

NN structure mentioned above is found to be simple

enough with satisfactorily good realisation performance.

The considered NN emulator is shown in figure 8 and

the mapping it performs is given as below.

xkþ1 ¼ fðdk, dk�1, dk�2, dk�3, u1, k, u3, k, u5, k,MÞ, ð8Þ

The training data is comprised only of the white noise

excited cases (Lines 1, 7, 12, 23, 28, 33, 38, 43 of table 1)

excluding M¼ 0.30 case (Line 17), which is a deliberate

choice for test data as M¼ 0.30 displays quite rich

spectral view making the corresponding phenomenon a

challenge to model compactly. Every noise driven

experiment contributes 8190 lines of data to the ultimate

training data set containing the effect of relevant cases,

and a total of 65,520 training pairs have been prepared.

After 25 epochs of tuning with LM algorithm, the

convergence occurs as shown in figure 9. In order to

make sure whether this is the reachable global minimum

or a local minimum, we have restarted the training

routine for many different initial conditions yet the same

level of cost function is obtained. Likewise, in the long

run the training algorithm did not result in smaller Eð!Þ.
This experience has guided us for the achievable

minimum value of the cost function in (1) and has

yielded explicit form in (9) with the weight set described

in (10)–(13).

xkþ1 ¼ fðUkÞ ¼WR tanhðWLUk þ BLÞ þ BR, ð9Þ

where the argument Uk is clear from (8),

WL ¼

�0:2392 �6:5813 �0:0463 2:6136 0:9777 �0:0647 �5:4125 �5:5895

�0:2979 4:0587 �6:4619 2:6587 0:1400 0:3154 0:1151 0:9565

�0:0102 �0:7825 0:6507 �0:4811 0:2011 0:0112 0:0178 0:1178

�0:0168 �0:7530 0:7373 �0:5186 0:2073 0:0178 0:0002 0:0120

0
BBBBB@

1
CCCCCA

ð10Þ
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Figure 7. SPL spectrum of the unforced Mach 0.3 flow

recorded by sensor S5.
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8 BL ¼ ð�4:3624 �0:2958 0:5998 �0:6334 ÞT ð11Þ

WR ¼ ð 0:0116 0:1522 �1:4598 �2:1000 Þ ð12Þ

BR ¼ �0:3514 ð13Þ

The validation of the obtained NN model is shown in
figure 10 for one of the unseen operating conditions (in
terms of Mach number), which correspond to the case
described in the 20th line of table 1. In this figure, dk and
xk denote the desired (already recorded) value and
predicted value (by NN), respectively. The obtained
results are reasonably good to claim that the model

Table 1. Library of data acquisition cases.

Exp. no Mach Excitation type Excitation frequency Excitation signal magnitude

1 0 White noise – Just below saturation
2 0 Sinusoidal 2 kHz 4V

3 0 Sinusoidal 3.25 kHz 2.35V
4 0 Sinusoidal 3.25 kHz 2.50V
5 0 Sinusoidal 4 kHz 4V

6 0.25 None (Baseline) – –
7 0.25 White noise – Just below saturation
8 0.25 Sinusoidal 2 kHz 4V

9 0.25 Sinusoidal 3.25 kHz 2.35V
10 0.25 Sinusoidal 4 kHz 4V
11 0.28 None (Baseline) – –
12 0.28 White noise – Just below saturation

13 0.28 Sinusoidal 2 kHz 4V
14 0.28 Sinusoidal 3.25 kHz 2.35V
15 0.28 Sinusoidal 4 kHz 4V

16 0.30 None (Baseline) – –
17 0.30 White noise – Just below saturation
18 0.30 Sinusoidal 2 kHz 4V

19 0.30 Sinusoidal 3.25 kHz 2.35V
20 0.30 Sinusoidal 3.25 kHz 2.5V
21 0.30 Sinusoidal 4 kHz 4V

22 0.32 None (Baseline) – –
23 0.32 White noise – Just below saturation
24 0.32 Sinusoidal 2 kHz 4V
25 0.32 Sinusoidal 3.25 kHz 2.35V

26 0.32 Sinusoidal 4 kHz 4V
27 0.32 None (Baseline) – –
28 0.32 White noise – Just below saturation

29 0.32 Sinusoidal 2 kHz 4V
30 0.32 Sinusoidal 3.25 kHz 2.35V
31 0.32 Sinusoidal 4 kHz 4V

32 0.40 None (Baseline) – –
33 0.40 White noise – Just below saturation
34 0.40 Sinusoidal 2 kHz 4V
35 0.40 Sinusoidal 3.25 kHz 2.35V

36 0.40 Sinusoidal 4 kHz 4V
37 0.45 None (Baseline) – –
38 0.45 White noise – Just below saturation

39 0.45 Sinusoidal 2 kHz 4V
40 0.45 Sinusoidal 3.25 kHz 2.35V
41 0.45 Sinusoidal 4 kHz 4V

42 0.50 None (Baseline) – –
43 0.50 White noise – Just below saturation
44 0.50 Sinusoidal 2 kHz 4V

45 0.50 Sinusoidal 3.25 kHz 2.35Vs
46 0.50 Sinusoidal 4 kHz 4V
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8 functions well for the considered operating conditions.

We can quantify this by defining the relative error erel as

the ratio of the average powers of d and d� x over the

time interval t 2 0,Tf

� �
, where Tf¼ 4ms, that is

erel :¼

1
Tf

R Tf

0 dðtÞ � xðtÞ
�� ��2dt

1
Tf

R Tf

0 dðtÞ
�� ��2dt

ð14Þ

The numerical results presented in figure 10, give

erel¼ 0.11, i.e. average power of the error signal d�x is

11% of the average power of the signal d. Clearly from

(14), the smaller the erel the better the reconstruction

performance. We have repeated the test with the other

experiments listed in table 1 that did not contribute the

training data set, and observed that the relative error

performance for these cases is comparable to the above

result.

In order to demonstrate that the performance of the
NN is not specific to M¼ 0.30 case, we repeated our
training trials with excluding other tabulated Mach
regimes in the training, and considered the excluded case
for model validation. The results have shown that the
measurement locations are sufficient to identify
the critically essential physics of the problem. Besides,
the identifiability at different Mach numbers is an
evidence of consistency of the experimental setup.

It is noteworthy to point out that the modelling task
described here is achieved with a simple NN structure.
Because of the reduction in the computational cost, this
aspect of the strategy can be considered as a funda-
mental advancement of the subject area particularly in
the applications that are cost-critical and demanding,
e.g. for air vehicles. One can consider a NN model that
is structurally more complicated (more hidden layers
and neurons) than the one considered here. Since the
training requires the inversion of a N�N matrix at each
iteration, reaching an admissible level of Mean Squared
Error (MSE) may take an unexpectedly long time.
Moreover, such a NN may not be useful in real time as
we need the response of the model in one sampling
interval. On the other hand, very simple NN structures
have very limited degrees of freedom in the parameter
space and such NNs are unable to learn or generalise the
features, regularities or associations contained in the
training data. There is not an analytical way to choose
the NN structure, the best selection of the number of
hidden layers and the number of neurons in each hidden
layer are performed through a trial and error experience.
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Figure 9. Time evolution of the mean squared error.
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M
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Figure 8. The structure of the feedforward NN with input

and output definitions.
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To sum up, when looking at the result illustrated in
figure 10, the similarity of the desired and estimated
signals is found to be encouraging for extending the
approach for feedback control purposes.
A comparison of the NN model presented here with a

fuzzy model presented in Efe et al. (2005a) stipulates
that the obtained MSE levels are very close to each other
yet the NN model is much simpler than the fuzzy model
tuned by Least Mean Squares Algorithm in Efe et al.
(2005a).

4. Real time experiments and model validation

The trained NN model for the cavity flow is tested for
several experimental conditions. The goal is to recon-
struct the signal recorded from the transducer S6 in real
time. In the first experiment, we did not apply an
excitation signal, i.e. the actuation voltage is zero
(u1,k¼ 0V), and visualised the performance of the NN
emulator in the top row of figure 11. In all three
subplots of this figure, the signal from the transducer
(the desired signal) is plotted with a thick line and the
response of the NN emulator is plotted with a thin line.
According to the results seen in the top subplot, we infer
that the NN emulator accurately reconstructs the signal
at the sixth sensor caused by the baseline flow at
M¼ 0.30; the relative error (as defined by (14) with
Tf¼ 5ms) in this case is 0.08.
In the second experiment, again under M¼ 0.30

regime, we forced the flow with a sinusoidal signal at

3920Hz with a magnitude 4Vrms. This selection of
excitation is deliberate because it is identified as an
optimal forcing frequency for peak reduction (Debiasi
and Samimy 2004). The signals in this case are depicted
in the middle subplot of figure 11. The obtained results
in this test condition indicate that the NN emulator
performs well (with relative error 0.13) in rebuilding the
rough features yet there are tolerable discrepancies as
well. This is attributed to the limited approximation
capability of NN emulator in this article, which has a
very simple structure.

The third experiment presented in this article demon-
strates the performance of the NN emulator under
random excitations at M¼ 0.30. The forcing signal is
filtered to meet the operating conditions of the
actuator and the selected forcing signal has magnitude
6Vrms. The reason for choosing such an excitation is
intentional as we would like to know what happens if the
excitation signal is spectrally rich, in other words, what
happens if the external signal excites a large number of
modes available in the system dynamics? The bottom
subplot of figure 11 answers this question clearly.
Similar to the above cases, the NN emulator response
matches the floor pressure well, with a relative error
0.40. This is a promising result and it indicates that a
NN emulator with an appropriate structure and training
strategy is capable of replicating the local characteristics
of a dynamic system like the one studied here.

Three experiments mentioned above are repeated for
M¼ 0.35 flow regime. The main difference between
M¼ 0.30 and M¼ 0.35 cases is in the baseline flow
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Figure 10. Time domain results at Mach¼ 0.30, excitation frequency is 3250Hz and excitation signal RMS value is 2.5V.

The vertical axes are in millivolts.
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spectrum: there is a single dominant sinusoidal signal in
M¼ 0.30 baseline flow, whereas in M¼ 0.35 baseline
flow there are multiple dominant modes (Debiasi and
Samimy 2004). Therefore, it would be interesting to test

the NN-based emulator in real-time under M¼ 0.35
regime as well. Referring to table 1, one should notice
that the training phase of the NN does not contain any
data corresponding to M¼ 0.35 flow regime. The NN
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Figure 12. Timetraces of signal from cavity floor transducer

(thin line) and of NN emulator response (thick line) of Mach

0.35 flow: (a) without forcing (top); (b) with OpFF sinusoidal

forcing at 3920Hz, 4Vrms (middle); (c) white noise forcing at

6Vrms (bottom).
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Figure 11. Timetraces of signal from cavity floor transducer

(thin line) and of NN emulator response (thick line) of Mach

0.30 flow: (a) without forcing (top); (b) with optimal sinusoidal

forcing at 3920Hz, 4Vrms (middle); (c) white noise forcing at

6Vrms (bottom).
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8 model was able to reconstruct the pressure signal at S6

very well as shown in figure 12. The relative errors in this
case are 0.12, 0.14 and 0.28, for parts (a), (b) and (c),
respectively.
Although not included here, we have tested the NN

model for other flow regimes from M¼ 0.35 to
M¼ 0.40. The forced and unforced flow conditions are
considered with sinusoidal and stochastic excitations,
and the results obtained have rigorously supported the
good reconstruction property of the NN model.

5. Conclusions

This article focuses on the modelling issues for subsonic
cavity flows based on local sensory information. An
experimental setup has been devised for this purpose
and the goal is to show that the pointwise observations
could lead to a NN-based model predicting the floor
pressures. The results have demonstrated that the goal is
attainable with a simple NN structure admitting the
Mach number as one of the input variables. This makes
it possible to utilise the NN over a range of regimes
characterised by the Mach number. The results obtained
through the research conducted advances the subject
area to the development of NN emulators that can
effectively describe the pointwise behaviour and that can
enable the design of a feedback controller. The research
towards the goal of developing neurocontrollers is in
progress.
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