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BATTERY POWER LOSS COMPENSATED FRACTIONAL ORDER

SLIDING MODE CONTROL OF A QUADROTOR UAV

Mehmet Önder Efe

ABSTRACT

This work considers the fractional order control of a lightweight
quadrotor under loss in the battery voltage. Since the outdoor brushless motors
are driven via a pulse width modulation (pwm) scheme, handshaking between
the dynamic model and controller is established at the pwm level and this
constitutes a major contribution of the paper. The attitude control is achieved
via fractional order sliding mode control (FSMC) scheme. Necessary stability
considerations are presented and it is seen that FSMC is a good alternative
for the control of unmanned aerial vehicles.

Key Words: Fractional order control, quadrotor control, battery voltage loss
compensation.

I. INTRODUCTION

The realm of unmanned aerial vehicles (UAVs) is
a field of research out of which the number of research
reports has an increasing nature. The major reasons
fostering this trend are the increase in the computa-
tional power in microelectronic circuits and devices,
the decrease in the weight of many components and the
increase in the efficiency of new batteries. Despite the
presence of such facilities, control issues, autonomous
flight, image/video capturing, strategic/tactical plan-
ning and UAV communications continue to exist as
interesting problems of UAV research. Two critical
problems of this research field are the design of the
controllers and the change in the battery conditions that
influence the entire set of functions directly. This paper
describes explicitly the problem caused by the loss in
the battery voltage and a method to solve it, as well
as a novel robust control scheme employing fractional
derivatives that has not been implemented for UAVs
before.
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UAVs have been an inspiration tomany researchers
for several reasons. Different types of payloads and
different types of mission definitions make them
different from each other yet in essence, the scope of
the applications of UAVs covers the traffic monitoring,
border and port security, pipeline security, wildlife
documentation, stadium monitoring, search & rescue,
coastguarding, meteorologic and agricultural appli-
cations, forestry, volcanic activity monitoring, zone
monitoring and so on. Depending on the environmental
conditions, each one of these applications may require
a particularly specified physical UAV configuration. In
this study, a quadrotor type UAV is considered. This
UAV configuration has been studied several times in
the past and it is a vertical takeoff and landing type
vehicle capable of carrying lightweight cameras for
surveillance. A significant amount of research volume
focuses on the design of controllers for quadrotors.

Due to its significant effect on the overall vehicle
functionality, the design of controllers, which produce
the necessary signals to be sent to the motors, has been
the core issue in quadrotor based UAV applications.
Several examples of trajectory tracking controllers have
been investigated in the literature. A grouped list of the
recent volume of works on controller design is given
below.

• Classical PID variants, [1, 2]
• Backstepping technique, [3, 4]
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• Quadratic optimal control, [5, 6]
• Sliding mode control, [7, 8]
• Quaternion based approaches, [9, 10]
• Feedback linearization, [11]
• Lyapunov methods, [12, 13]
• Vision based control, [14–16]
• Reinforcement learning based control, [7]
• Fuzzy control, [17]

A common point of the approaches considered
here is the use of integer order derivatives for contin-
uous time designs and constant valued sampling rate
for discrete time designs. An alternative approach is
to adopt the fractional order differintegration opera-
tors. Although the history of fractional calculus dates
back to the 17th century, its applications in systems
and control theory are in their infancy. Let D := d

dt be
the integer order differentiation operator. The operator
D in the time domain corresponds to the operator s
in the Laplace domain, i.e. L(D)= s, and fractional
order operator D� with �∈� creates differentiators of
fractional order if �>0 and integrators of the same
type if �<0, [18–20]. Further, in the Laplace domain
this operator has the form s�, and in the frequency
domain ( j�)�. Having this picture in front of us, it
becomes possible to define transfer functions, stability,
controllability and observability concepts as well as the
concepts of state space formalism, [21]. Clearly the
current knowledge about fractional order control for
linear systems is much greater than that for nonlinear
systems. The novelty introduced here is the application
of the reaching law approach of sliding mode control,
which is a robust and nonlinear control technique, in
fractional order with necessary stability considerations
and finite time hitting issues.

Another major issue addressed in this paper is the
issue of power loss in batteries. To be more explicit, in
simulation, the controller produces the control signals
and these are applied to the inputs of the dynamicmodel,
however, the physical system inputs are pulse width
modulated signals. Therefore, the controller side and
the model side must be separated properly. This paper
focuses on such a modeling issue together with the
limited power utilities available on the vehicle. Briefly,
the loss in the battery voltage causes a reduction in
the lift and this necessitates an interpreter between the
dynamic model and the controller. We propose a neural
network based solution to this problem and this consti-
tutes another, yet equally important, critical contribution
of the current study.

This paper is organized as follows: The second
section presents the FSMC and related issues. The third
section describes the quadrotor dynamics. The fourth

section focuses on power loss in the batteries and its
compensation utilizing neural networks. In the fifth
section, the results obtained through a set of simulations
are discussed. Concluding remarks are given at the end
of the paper.

II. FRACTIONAL ORDER SLIDING
MODE CONTROL SCHEME

Sliding mode control has been a very popular
control scheme experimented on various types of
dynamic systems admitting switching type control
signals, [22]. In this paper, the attractiveness require-
ment of the sliding subspace is handled.

Consider the dynamic system given as �̈=
f (�, �̇)+� f +(g(�, �̇)+�g)u. In this representation,
� and �̇ are the state variables, f (·, ·) and g(·, ·) are
functions of the state variables referring to the known
nominal part, � f and �g denote the unknown but
bounded functions of the state variables and time.
Besides, u is the input and g(·) �=0. Consider the refer-
ence trajectory for position �r , which is differentiable,
and for velocity �̇r . Define the positional tracking error
e� :=�−�r and its derivative ė� := �̇−�̇r . Let �̈r
denote the second derivative of �r in terms of time.
Based on these variables, set the switching function as
� := ė�+�e�, �>0 is the parameter determining the
slope of the sliding line. If a control law forces �=0 for
t≥ t0, then one obtains e�(t)=e�(t0)exp(−�(t− t0)),
t≥ t0. With a positive valued Q, choosing the reaching
law �̇=−Q sgn(�) would force any initial error vector
to �=0 in finite time as the time derivative of a
Lyapunov function V = 1

2�
2 is negative definite for

� �=0. Calculating the derivative �̇ and equating it
to −Q sgn(�) then solving for the input (u) yields
the control law in (1), where we utilize solely the
information about the known nominal part:

u= 1

g(�, �̇)
(r̈�−Q sgn(�)−�ė�− f (�, �̇)). (1)

Substituting the control law into the system
dynamics with uncertainties lets us have

�̇=−Q sgn(�)+� f +�gu. (2)

Clearly if sup�,�̇,t |� f +�gu|<Q then ��̇<0 is
satisfied and the subspace defined by �=0 becomes an
attracting subspace making the overall feedback control
system insensitive when the error gets trapped to it. It
is also possible to derive an upper bound for the time
of first hitting to the sliding line, say th . In this case,
ė� =−�e� and we have th<

|�(0)|
Q .
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When the design presented is considered for the
fractional order case, onewould proceed as follows. The
switching function is chosen as in (3), where Caputo’s
definition of the fractional order differentiation is given
in (4) and Riemann-Liouville definition of which is
in (5). In both definitions, �∈� and n is an integer, [20].

� := e(1+�)

� +�e�, 0<�<1 (3)

D�� = �(�) := 1

�(n−�)

∫ t

0

�(n)(�)

(t−�)�+1−n
d� (4)

D�� = �(�) := 1

�(n−�)

(
d

dt

)n ∫ t

0

�(�)

(t−�)�+1−n
d�

(5)

where n−1≤�<n. Choosing the reaching law as
given below and evaluating the derivative by using the
nominal plant dynamics would let us derive the control
law in (7).

�(1−�) = −Q sgn(�) (6)

u = 1

g(�, �̇)
(r̈�−Q sgn(�)−�e(1−�)

� − f (�, �̇))

(7)

With such a control law, following two questions
need to be answered.

• Is it sufficient to deduce the attractiveness of �=0
by only checking �(1−�)�<0?

• Is origin the sole attractor of the differential equa-
tion given by e(1+�)

� =−�e�?

To understand the attractiveness of the sliding
manifold, differentiate (6) to the order �−1. Since
�−1<0, this indeed corresponds to fractional order
integration, corresponding to negative valued � in
Caputo’s definition in (4). This lets us have

�=−QD�−1sgn(�). (8)

Differentiating both sides to the order unity yields
the equality in (9):

�̇ = −QD(D�−1sgn(�))

= −QD�sgn(�) (9)

Since 0<�<1, sgn(D�sgn(�))= sgn(�) and this
leads to the deduction that a control law forcing �(�)�<0
would also force ��̇<0. Therefore the control law in (7)
renders the subspace defined by �=0 an attractor. To see
this, the solution of �(1−�) =−Q sgn(�) is obtained for

�(0)=±1 and Q=1, and �̇ is drawn with respect to �.
According to the result, as |�| gets away from the origin,
the chosen reaching law creates a stronger push toward
the origin. Further, we see that ��̇<0 is satisfied.

According to Caputo’s definition in (4) with
n=1, one can see that a control law forcing �(�)�=

�
�(n−�)

∫ t
0

�̇(�)

(t−�)�
d�<0 would require opposite signs

in � and �̇, which lead to the conclusion ��̇<0. The
conclusion of this discussion is that the subspace
defined by �=0 is an attractor according to the
definition by Caputo.

Similarly, according to the Riemann-Liouville
definition of the fractional differentiation in (5) with n=
1, obtaining �(�)�<0 can arise in the following cases.
In the first case, �>0 and the integral

∫ t
0

�(�)

(t−�)�
d� is

monotonically decreasing. In the second case �<0 and
the integral

∫ t
0

�(�)

(t−�)�
d� is monotonically increasing. In

both cases, the signal |�(t)| is forced to converge the
origin faster than t−�. A natural consequence of this is
to observe a very fast reaching phase as the signal t−�

is a very steep function around t≈0.
Regarding the second question, one has to show

that the final value of the solution of the fractional order
differential equation in (10) is zero.

e(1+�)

� =−�e�, e(�)

� (t0)=c1, e(�−1)
� (t0)=c2 (10)

Taking the Laplace transform lets us have s1+� =
−�, which indicates that arg(−�)=	 and the condition
for stability arg(−�)>(1+�)	

2 is satisfied. According
to [19], L(e�(t))= c1+c2s

s1+�+�
, and clearly the final value

theorem will stipulate that e�(∞)=0 as c1,c2<∞.
Now we focus on how to determine an upper

bound for the hitting time, th . Under the presence of
bounded uncertainties, one would have

�(1−�) =−Q sgn(�)+� (11)

where 0≤|�|<MU<Q. In analyzing the hitting time,
the Riemann-Liouville definition is more useful than
Caputo’s definition. The analysis is as follows. Utilizing
(5) and differentiating (11) to the order � yields

�̇= 1

�(1−�)

d

dt

∫ t

0

(−Q sgn(�))

(t−�)�
d� (12)

which can be rearranged as in (13):

�̇=− Q

�(1−�)

d

dt

∫ t

0

sgn(�(�))d�

(t−�)�
. (13)
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Integrating both sides of (13) from 0 to th , and consid-
ering the fact that sgn(�(�))= sgn(�(0)) during this
interval lets us have

�(th)−�(0) = −Q sgn(�(0))

�(1−�)

∫ th

0

×
(
d

dt

∫ t

0

d�

(t−�)�

)
dt . (14)

After straightforward manipulations and noting
that �(th)=0 yields

−�(0)=−Q sgn(�(0))

�(1−�)

∫ th

0

d�

(th−�)�
. (15)

Solving (15) for th gives

th =
(

(1−�)�(1−�)|�(0)|
Q

) 1
1−�

. (16)

Together with the disturbances, it is straightfor-
ward to derive the following inequality for the hitting
time.

th ≤
(

(1−�)�(1−�)|�(0)|
Q−MU

) 1
1−�

(17)

Briefly, the use of the FSMC law in (7) creates an
attracting sliding manifold in the phase space spanned

by e� and e(1+�)

� and once the error vector falls onto
it, the motion thereafter is confined to sliding line. The
error and its derivative converge to the origin along the
sliding line and the first hitting to the sliding line occurs

no later than (
(1−�)�(1−�)|�(0)|

Q−MU
)

1
1−� .

III. QUADROTOR DYNAMICS

Quadrotor type UAVs have been used many times
in the past to study the performance of different control
schemes. The reason for choosing this particular struc-
ture is the fact that its axes fit in the Cartesian coordinate
system in such a way that an angular speed change in
a rotor causes motion only along one axis. The differ-
ential basis of the motion in three dimensional space
makes the vehicle dynamics easy to understand and this
aspect of the quadrotor configuration motivates us to
conduct research on it. The vehicle considered in this
study is illustrated in Fig. 1 and the physical parameters

Mg

z

F1F3

F4

mm

m

F2

3
1

4

2

x

y

L

Fig. 1. Schematic view and variable definitions of a quadrotor
type UAV.

Table I. Physical Parameters of the Quadrotor UAV.

L Arm length 0.3m
M Mass of the vehicle 0.8 kg
g Gravitational acc. const. 9.81m/sec2

Ixx MoI around x-axis 15.67e−3kgm2

Iyy MoI around y-axis 15.67e−3kgm2

Izz MoI around z-axis 28.346e−3kgm2

b Thrust coefficient 192.3208e−7Nsec2

d Drag coefficient 4.003e−7Nmsec2

jr Propeller inertia coef. 6.01e−5kgm2

are listed in Table I, where MoI is an abbreviation for
moment of inertia.

ẍ = (cos�sin
cos�+sin�sin�)
1

M
U1 (18)

ÿ = (cos�sin
sin�−sin�cos�)
1

M
U1 (19)

z̈ = −g+cos�cos

1

M
U1 (20)

�̈ = 
̇�̇

(
Iyy − Izz

Ixx

)
+ jr

Ixx

̇�+ L

Ixx
U2 (21)


̈ = �̇�̇

(
Izz − Ixx

Iyy

)
− jr

Iyy
�̇�+ L

Iyy
U3 (22)

�̈ = 
̇�̇

(
Ixx − Iyy

Izz

)
+ 1

Izz
U4 (23)

where�=�1−�2+�3−�4,U1=b�2
1+b�2

2+b�2
3+

b�2
4= F1+F2+F3+F4, U2=b�2

4−b�2
2= F4−F2,

U3=b�2
3−b�2

1=F3−F1, U4=d(�2
1−�2

2+�2
3−�2

4).
The control problem here is to drive the UAV

toward a predefined trajectory in the 3D space by
generating an appropriate sequence of Euler angles,
which need to be controlled as well. Control of Euler
angles is called attitude control and the command
signals for Euler angles are produced by the Cartesian
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Fig. 2. An overall view of the control system.

controller. The diagram of the control loops are illus-
trated in Fig. 2, where the variables involved are shown
explicitly.

IV. POWER LOSS COMPENSATION
USING NEURAL NETWORKS

The dynamical model of a UAV like the one
considered in this paper could be obtained using the
laws of physics. Principally, a control signal to be
applied to the motors must be converted to pulse width
modulation signals then electronic speed controllers
properly drive the brushless motors. As a result of this,
a thrust value is obtained from each motor-propeller
pair. The numerical value of the thrust is dependent
upon the type of the propeller and the angular speed of
the rotor in radians. The relation is given as Fi =b�2

i
where Fi is the thrust at i th motor, b is a constant
valued thrust coefficient and �i is the angular speed in
rad/sec. If the control inputs (thrusts) needed to observe
a desired motion were immediately available, then it
would be easier to proceed to the closed loop control
system design without worrying about the effects of the
actuation periphery. Actuation mechanisms typically
introduce some constraints shaping the transient and
steady state behavior of the propulsion. Indeed, the real
time picture is complicated as the control signals are
torques produced by motor-propeller pairs introducing
certain transient characteristics. Further, the vehicle
here is an electrically powered one, where battery
voltage is reducing gradually. Such a change in the
battery voltage causes different lift forces at different
battery voltage levels although the applied pwm level
is constant as seen in Fig. 3. The same 42 second
duration pwm profile in Fig. 3 is applied 40 times
and as the battery voltage reduces the angular speed
at a constant pwm level decreases thereby causing
a decrease in the generated thrust. Furthermore, the
relation with different pwm levels is not linear, i.e. the
same amount of change in the input causes different

amounts of change at different levels, and this shows
that the process to be modeled is a nonlinear one.

According to Fig. 3, comparing the fully charged
condition of the battery and the condition at the last
experiment displays 15 grams of difference for the
lowest level, 154 grams at the highest level, which is
obviously an uncertainty that has to be incorporated
into the dynamic model and the feedback controller
appropriately. Use of neural networks as shown in Fig. 4
is a practical alternative to solve the problem induced
by battery conditions. Denoting Vb(t) as the battery
voltage, a neural network model performing the map
ypwm=NN(�ic,Vb) is the module installed to the
output of a controller generating the necessary angular
speeds. Here �ic is the angular speed prescribed by
the controller. Another neural network that implements
y� =NN(Vb,pwm,H2(pwm)) is the module installed
to the inputs of the dynamic model of the UAV. The
box with H2(·) is a low pass filter incorporating the
effect of transience in the thrust value. The dynamic
model contains Fis that are computed by using �is.

The reason why we would like to step down from
thrusts to the pwm level and step up from pwm level to
forces is the fact that brushless DC motors are driven
at the pwm level and one has to separate the dynamic
model of the UAV and the controller by drawing a line
exactly at the point of signal exchange, which occurs
at pwm level. Use of neural networks facilitates this in
the presence of voltage loss in the batteries.

At this point, it is helpful to describe the pwm
scheme briefly. Electronic speed drivers operate at
50Hz frequency and this corresponds to 20msec. of
period. The lowest level of pwm signal is 0.050, which
multiplies 20msec period and corresponds to 1.1msec
for opening the drivers. The highest level of pwm signal
is 0.085, which multiplies 20msec period to obtain
1.7msec. Further increase of the duty cycle has no
effect on the electronic speed drivers. This discussion
shows that a pwm signal having the period 20msec
has the high level in between 1.1msec to 1.7msec
depending on the pwm signal, and low level in the
rest of each period. Needless to say, the pwm signal
coefficient is dimensionless as it multiplies the period
to yield a quantity in the dimension of milliseconds.

In Fig. 4, the diagram describing the role of the
aforementioned offline trained neural models are shown.
In Fig. 5, the results obtained with real time data are
shown. A chirp like pwm profile was generated and
some noise was added to obtain a pwm signal to be
applied. When this signal is applied as an input to any
motor, the variation in the battery voltage is measured
and filtered to guide the neural models as shown in the
top right subplot. After that, the corresponding angular
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Fig. 3. Left: Applied pwm profile, Right: Decrease in the angular speed as the battery voltage decreases.

Fig. 4. Installing the neural network components for
handshaking at pwm level, whose applicable range is
[0.050 ,0.085].

speed is computed experimentally. In the middle left
subplot, the reconstructed pwm signal and the applied
signal are shown together. In the middle right subplot,
the performance for the angular speed (�) predicting
neural model is depicted. Both subplots of the middle
row of the figure suggest a useful reconstruction of
the signal asked from the neural networks that were
trained by using Levenberg-Marquardt algorithm. In
both models, the neural networks have single hidden
layer with hyperbolic tangent type neuronal nonlinearity
and linear output neurons. The pwm predicting model
has 12 hidden neurons with a final mean squared error
(MSE) value 90.8285×10−4, which is for 88 400 pairs
of training data. Angular speed predicting neural model
has 10 hidden neurons with a final MSE value 3.9208×
10−4 for 62 050 pairs of training data collected utilizing
a DS1104 data acquisition system.

Bottom subplots of Fig. 5 illustrate the differ-
ence between the desired and predicted values. As the

local frequency of the target output increases, the neural
models start performing more poorly yet the perfor-
mance is good when the signals change slowly. This is
an expected result that is in good compliance with the
typical real time signals obtained from a quadrotor type
UAV discussed in the previous section.

V. SIMULATION STUDIES

In this section, we describe the Cartesian space
controllers producing the command signals for the
roll and pitch dynamics and discuss the results of the
proposed scheme with a set of simulations.

Denote the reference Cartesian positions and
velocities by rx , ry , rz , and ṙx , ṙy , ṙz . We define
Pz :=−4ż−4(z−rz) and choose the altitude controller
as given in (24).

U1=M
Pz+g

cos
cos�
(24)

Substituting (24) into (18) and (19), and adopting the
small angle approximation would let us obtain the
dynamics below.

ẍ ≈ (Pz+g) tan
 (25)

ÿ ≈ −(Pz+g) tan� (26)

In the above dynamics, tan� and tan
 can be regarded
as the control inputs for observing the desired motion
in Cartesian space. To achieve this, the following
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Fig. 5. Performance of the two neural network models.

choices are made:

�r = −arctan

(
Py

Pz+g

)
(27)


r = arctan

(
Px

Pz+g

)
(28)

where Px =−ẋ−(x−rx ) and Py =−ẏ−(y−ry). Now
we utilize the fractional order sliding mode controller
explained in the second section to track these Euler
angles to obtain the desired motion. The simula-
tions have been carried out with the settings given in
Table II.
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Table II. Simulation settings.

� Frac. differentiation order 0.5

�t Simulation stepsize 1msec.

T Final time 130 sec.

� Slope parameter 0.7

Q Reaching law parameter 2

� Smoothing parameter 0.1

�(0) Initial roll 	
5


(0) Initial pitch − 	
6

�(0) Initial yaw − 	
4

The other practical considerations implemented
are listed below.

• It is a well known fact that sliding mode control
systems suffer from the adverse effects of chat-
tering and in the literature, several remedies to this
problem have been proposed [23]. The presence
of noise and delays in actuation, and the fact that
the control signal is dependent upon the sign of
a quantity makes the sliding regime display chat-
tering around the sliding manifold. Smoothing the
sign function by using sgn(�)≈ �

|�|+� alleviates the
chattering effect to some extent yet it introduces
a boundary layer thickening the sliding subspace
slightly [22].

• In the simulations, we consider a battery discharge
profile starting from 11.1V to 9.9V in 130
seconds. The voltage levels are determined experi-
mentally with Lithium-Polymer battery packs. The
measurements of the battery voltage are affected
by the actuation devices adding a bounded and
non-periodic high frequency component. Since the
neural networks providing the handshaking need
as much clear information as possible, filtering of
the measurements are inevitable.

• Aside from the initial conditions given in Table II,
the remaining set of initial conditions are chosen
to be zero, i.e. the vehicle is at the origin of
the Cartesian space and it is motionless initially.
Since the goal is to demonstrate the performance
of the proposed fractional order sliding mode
control scheme, it is adequate to assume nonzero
positional initial values for the Euler angles.

• In order to demonstrate the robustness against
disturbances, the angular speeds of the vehicle
have been perturbed additively to simulate the
effect of weather conditions, such as wind.
The perturbations modify the angular speeds to
�i +K sin( 2	tTi

), where T1=10sec., T2=1.2sec.,
T3=1.8sec., T4=1.27sec. and K =1.

• The observations are noisy, the state vector
containing the positions and velocities is corrupted
by noise sequences of power 1e−6.

• Another issue to emphasize is the computation of
the variable �, which is needed in constructing the
control law in (7). Notice that the neural network
connectivity shown in Fig. 4 has the corrective
function at the pwm (physical) level yet tries to
match the angular speed claimed by the controller
(�ic) and its true value (�i ). The true value
very closely follows the target value and since
the controller produces U1, U2, U3 and U4, we
perform the following calculations based on the
definitions of Uis.

�1c =
√

1

4b
U1− 1

2b
U3+ 1

4d
U4≈�1 (29)

�2c =
√

1

4b
U1− 1

2b
U2− 1

4d
U4≈�2 (30)

�3c =
√

1

4b
U1+ 1

2b
U3+ 1

4d
U4≈�3 (31)

�4c =
√

1

4b
U1+ 1

2b
U2− 1

4d
U4≈�4 (32)

We assume that the vehicle is equippedwith round-
per-minute (rpm) sensors that provide a delayed
value of the rpm for the relevant rotor. This prac-
tically leads to the following expression to predict
the value of �.

�(t) ≈ �1c(t−)−�2c(t−)

+�3c(t−)−�4c(t−) (33)

where  is a small delay removing the algebraic
loop problems. Though it was possible to choose
smaller, in the simulations =0.1sec has been
selected to see how robust the overall control
system is.

• Finally, the implementation of fractional order
operators need to be discussed. During the simula-
tions, the numerical implementation of the control
law in (7) is achieved through the use of well
known Crone approximation, which prescribes
a series of poles and zeros to build a transfer
function k

∏N
i=1

1+s/zi
1+s/pi

approximating the desired
operator spectrally [24].
In what follows, the simulation results are

presented. We consider a trajectory, which is differ-
entiable in all directions of the Cartesian coordinate
system. The path followed is depicted in the top left
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Fig. 6. Cartesian space behavior.

subplot of Fig. 6, where the vehicle is commanded to
hover at an altitude of 50 meters and a circular path
of radius 50 meters at this altitude is then claimed
for tracking. The discharge of the battery is shown
in the middle subplot, which displays high frequency
fluctuations due to the modulation caused by outrunner
brushless motors. The voltage starts from a value of
three serially connected Lithium-Polymer battery packs

voltage and gradually decreases to the level of 9.9 V in
130 seconds of run. The filtered value of the battery
voltage entering the neural models is shown in the
bottom subplot. A simple low pass filter, described
as H1(s)= 10

s+10 , is utilized to remove the modulation
effect as much as possible and the obtained signal is
found acceptable experimentally. The right column of
Fig. 6 shows the errors in the Cartesian coordinate
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system. Comparing the magnitudes with the trajectory
shown in the top left subplot, it is seen that the errors
observed are tolerable.

In Fig. 7, the attitude, i.e. the values of the Euler
angles, are illustrated. The Cartesian controller provides
the target values of these angles and the fractional order
sliding mode controller performs the necessary control
signals to be sent to the neural network based module.
The left column depicts the evolution of the angles
�, 
 and � respectively, and their target values. After
a fast initial transient caused by the initial errors, the

prescribed values of the angles are followed accurately
as shown also in the error plots in the right column of the
figure. The presence of wind disturbances cause fluctu-
ations around the desired trajectory, which is visible in
the results seen in Fig. 6.

The phase space behavior is shown in Fig. 8. The
left column of this figure depicts the error versus its
derivative of order 1+�, and expectedly, we see a quick
hitting followed by a sliding regime. The right column
of Fig. 8 illustrates the error versus its first (integer)
derivative to show what happens in the conventional
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sense. The path followed in the phase space is conver-
gent, the error and its rate converge to the origin of the
phase space in a stable fashion.

The hittings to the switching lines occur at
th,� =0.13sec., th,
 =0.25sec. and th,� =0.21sec.
Due to the influence of measurement noise, use of
approximate fractional order operators, the approxima-
tion error introduced by the neural networks trained
by the use of real time data, and the presence of
sign function smoothing, it is difficult to mention a
certain value for MU for each angle but assuming

the hitting occurs when th = (
(1−�)�(1−�)|�(0)|

Q−MU
)

1
1−� ,

which corresponds to the worst case, lets us solve an
MU to interpret. With the simulation settings given

in Table II, we obtain MU,� =0.5129, MU,
 =1.0882

and MU,� =0.5262. Clearly, with these numbers, the

proposed controller compensates some amount of
uncertainties that reflect the collective effect of the
above mentioned issues related to the practice. The
difference in the magnitudes of these numbers indi-
cates that the pitch dynamics contain more uncertainty
than the roll and yaw dynamics, yet all are robustly
compensated to observe the predefined sliding regime
after a finite duration of reaching phase.

As a last issue, we compare the performance of
the proposed scheme with that of the classical integer
order sliding mode controller. We test different levels
of disturbances by changing the value of K . Due to the
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space limit, results are not presented yet they seem quite
promising.

VI. CONCLUDING REMARKS

This paper reports a successful application of
fractional order sliding mode control of a quadrotor
type UAV, whose dynamic model contains the effect of
decrease in the battery voltage. A neural network based
compensation of the voltage loss in the batteries is
proposed. Neural networks realize the necessary maps
providing the handshaking at pulse width modulation
signal level, which is the physical border separating the
controller and the UAV dynamics containing the effects
of motor-propeller pairs. The Cartesian controller is a
classical one providing the desired command signals
for the Euler angles and the attitude controller is a
fractional order sliding mode controller. The paper
demonstrates that the sliding manifold is an attractor
and the motion taking place on it converges to the origin
of the phase space. An upper bound for the hitting
time is derived and it is shown via two different flight
tests that the derived upper bounds are compatible with
the measured ones. Briefly, this paper advances the
subject area to the realm of alternatives exploiting the
fractional order controllers as well as motion planners
considering the battery power conditions efficiently.
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