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ABSTRACT: In a typical control systems course, students are expected to develop the notion of open loop
and closed loop first. Under the feedback, traditional control theory offers many elegant solutions to control
problems yet teaching those concepts experimentally is an art. This article describes how the notion of feedback
control could be developed by utilizing a computer aided experimental setup available at the laboratories of TOBB
University of Economics and Technology. A DC motor control system is considered and step by step development
of the understanding of feedback control is explained. Didactic aspect is taken care of throughout the manuscript
and extensions to research are emphasized. © 2010 Wiley Periodicals, Inc. Comput Appl Eng Educ 21: 300–312,
2013; View this article online at wileyonlinelibrary.com/journal/cae; DOI 10.1002/cae.20472

Keywords: control experiments; undergraduate control education

INTRODUCTION

Use of computers and rapid increase in their speed and capabilities
with affordable prices has been a strong influence on the engineer-
ing education which have been blended with the computer-based
tools and approaches. Availability of several simulation software
and development platforms have changed the teaching of engi-
neering issues dramatically and today, the students, having all
necessary tools installed on their computers, have the capability
of prototyping the ideas instantly. Furthermore, most institutions
are now covered by wireless networks enabling the students to
access every kind of supplementary material. With such an amaz-
ingly technology, computer, web, and communication centric
environment, class materials as well as the teaching methods need
continuous update. The field of automatic control is one of such
areas that influenced significantly from the possibilities offered by
such advancements. Despite computer-based classroom teaching
is one side of the whole issue; the other side is the exploitation
of computer centric technologies in laboratory experiments that
encompasses the concepts of telelab, virtual lab, or web-based
interactive lab. This article focuses on the laboratory side with
the goals of conveying a comprehensive understanding of feed-
back, control, simulation, dynamics, frequency response, and key
techniques in the closed loop controller design such as PID, pole
placement, fuzzy control, and sliding mode control (SMC).

In the past, many works have been reported to describe the
alternative methods utilizing computer aid in automatic control
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experimentation. Duan et al. [1] consider a web enabled con-
trol apparatus, an inverted pendulum, enabling the identification,
prototyping, and refinement remotely. Another work reporting
internet-based experimentation is by Casini et al. [2], where it
is emphasized that the proposed system does not require being in
the lab. The students perform the experiments remotely with hav-
ing the full fledge of using Matlab/Simulink environment. Kamış
et al. [3] present a motor control system developed for PID con-
troller prototyping and typical transient responses and frequency
response pictures are given. Huba and Simunek focus on teach-
ing PID control techniques via the WebLab described in Ref. [4],
where the system level architecture and the security of the web sys-
tem is highlighted together with the possibilities of implementing
various models and controllers at different complexities. Another
work emphasizing the virtual instrumentation is due to Shahri [5],
enabling web-based experimentation of Lead and Lag compen-
sators. Wagner [6] stipulates 10 pragmatic design rules for the
development of computer-assisted learning systems, and in Ref.
[7] and overview of control education for several countries are
elaborated.

Although web-based learning or remote learning is one
avenue, this article presents a computer-centric prototyping
approach requiring the student’s presence at the lab. Tested imple-
mentations of the approaches adopted at the Department of
Electrical and Electronics Engineering of TOBB ETU are pre-
sented. The article is organized as follows. The second section
describes three simple experiments and simulations. The third sec-
tion describes the DC motor control setup, and the experiments
designed on it are defined in the fourth section. The fifth section
is devoted to the question of how this viewpoint can be connected
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to the viewpoint of a researcher. The structuring of the lab exper-
iments and the concluding remarks are given at the end of the
article.

SIMPLE EXPERIMENTS TO UNDERSTAND THE
NOTION OF FEEDBACK

This section describes several experiments where the computer use
is restricted to simulation environments. The motivation of having
such a work in the lab work.

On–Off Control

Perhaps the simplest approach to describe feedback is based on
on–off technique. In the laboratory, students are asked to build the
resistor–capacitor system shown in Figure 1 and to figure out how
on–off scheme could be implemented utilizing a single off-the-
shelf operational amplifier (opamp). Most students remember the
nonlinear saturating nature of opamp taught in the circuit analysis
course and realize the feedback system should realize

u(t) =
{

Vcc r(t) − y(t) > 0
−Vcc r(t) − y(t) < 0

(1)

where Vcc is the supply voltage of the opamp and r(t) is the tar-
get output. Once completed, the student comprehends the concept
of state, feedback, and on–off type control. The output of the first
order system is forced toward a desired voltage and since all quan-
tities are in voltages, it is easier for a student to attribute meaning
to measured signals. This experiment is a quick start experiment
available in the lab work of control systems course.

Figure 1 Pspice drawing of the system to be controlled. [Color figure can
be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Control of a Second Order System: A Simulation
Example

In this part, students are asked to determine the components of
a feedback control system depicted in Pspice environment. The
given design is shown in Figure 2 and the plant is composed of a
first order system followed by an integrator, which is described by
(2).

ÿ = −ẏ + u (2)

Decomposing the blocks yields the dynamics above as well
as the controller that is composed of a proportional plus derivative
action. The difference computer yields the error e = r − y, and the
PD controller computes a control signal given by

u = ė + 5e (3)

After understanding the role of each block, students realize
the same system in Matlab/Simulink environment and compare the
results for r(t) = 1 with zero initial conditions and t ≤ 5 s. The goal

Figure 2 Pspice drawing of the closed loop control system. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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Figure 3 (a) Lowpass filter, (b) bandpass filter, and (c) highpass filter.
[Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

of such an experiment is to familiarize students with simulation
tools like Matlab and Pspice, and to describe overshoot, rise time,
peak time, and settling time concepts according to the obtained
results.

Understanding the Frequency Domain

Teaching the frequency domain is one of the critical issues in
almost all engineering disciplines. The method we follow at this
part of the article is to describe three Sallen–Key filters designed
for lowpass, bandpass, and highpass behaviors. Students build the
circuits in Pspice environment, shown in Figure 3, and simulate for

Figure 4 (a) Analog control unit, (b) digital control unit, and (c) mechan-
ical unit. [Color figure can be viewed in the online issue, which is available
at wileyonlinelibrary.com.]

sinusoidal inputs of unity magnitude with logarithmic frequency
values. The results are recorded, and then the approximate Bode
magnitude plots are constructed. The aim of such a simulation
study is to gain an insight about justifying the theoretical results
via simulation.

DC MOTOR CONTROL SETUP

The motor control setup utilized in this work is composed of a
host computer, analog control unit shown in Figure 4a, the digital
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Figure 5 PID controller to be realized. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

control unit, shown in Figure 4b and a mechanical unit as shown
in Figure 4c. An I/O card is installed into the host computer and
this card functions in providing the handshaking between the
digital control unit and the software platform, run by the host
computer. The analog unit provides experimenting proportional,
integral, and derivative (PID) type controllers and variants, while
the digital control unit enables implementing user-defined control
laws on Matlab/Simulink. The computer-assisted facility therefore
provides a platform to develop novel control algorithms as well as
the conventional ones both for teaching and for research purposes.

Mechanical unit is equipped with a tachogenerator, analog,
and digital encoders. The unit possesses a power amplifier to
drive the installed DC motor and few standard reference signals
are generated on-board for possible trajectory tracking experi-
ments. Practically, the introduced development platform is ideal
for junior level students to develop a feeling of feedback con-
trol, further, limited sampling rate and limited control voltage
makes it a good test bed for those pursuing research oriented solu-
tions. The next section describes how such an experimental facility
could be used in teaching the fundamental concepts of automatic
control.

LINEAR CONTROL EXPERIMENTS UTILIZING DC
MOTOR CONTROL HARDWARE

This section describes the teaching approach based on the DC
motor control setup. The methodology contains analog and digital
control examples demonstrating the concept progressively.

PID Control via Analog Control Unit

Due to their practical nature, well-explained dynamical response
and widespread preferability in industry, the most common tech-
nique in the practice of automatic control systems is the PID
controllers and their variants. In the laboratory, we aim to demon-
strate PID controller implementation on the DC motor control
setup with analog unit shown in Figure 4a. The PID controller
structure is shown in Figure 5, where it is possible to implement
many combinations of proportional, integral, and derivative effects
and to see their implications on the system response. Further, the
available setup enables to reset the integrator manually. The phys-

ical connectivity is shown in Figure 6, which is simple enough to
realize during a lab session.

After designing the controller and building the closed loop
system on the analog unit, there are a number of steps that have to
be followed as a procedure by the students with manually apply-
ing a step function as the input signal to the system. These steps
consist of the trials of some variations for the coefficients of pro-
portional, integral, and derivative actions. An exemplar input and
output graph of the closed loop system is obtained on the oscillo-
scope as given in Figure 7, where the PID coefficients are adjusted
to the default settings provided by the manufacturer.

The students are asked to vary the coefficient of the propor-
tional action for several times while keeping the coefficients of
integral and derivative actions zero. They are directed to apply
step function of magnitude 10 V for each parameter configuration
and observe the motor position physically on the mechanical unit
as well as on the oscilloscope. In the second step, integral and
derivative actions are added to proportional control and the effect
of integral action is investigated by varying the coefficient and by
changing the value of the capacitor in the feedback path of opera-
tional amplifier, while the proportional and derivative coefficients
are constant. A similar process is repeated in the third step that
investigates the effect of derivative action while proportional and
integral coefficients are nonzero constants. Thus, the effects of the
proportional, integral, and derivative actions on steady-state error,
oscillations, rise time, and settling time of system response are
separately studied. In this manner, students gain an insight about
one of the PID control scheme and practical considerations in its
practice.

Pole Placement Technique via Digital Control Unit

Pole placement method, a well-known approach of the control
theory, is based on the idea that the poles of a closed loop system
may be placed at any desired location by means of state feed-
back through an appropriate state feedback gain matrix under the
assumption that the dynamic model of the system is known and
controllability matrix has full rank. In this experiment the students
are given the dynamic model of the system as given in (1) and (2).

The model of the DC servo motor system, located at the
mechanical unit mentioned before, is defined while neglecting the
nonlinear characteristic added to system by the strap mechanism



304 BUĞDAY AND EFE

Figure 6 Physical connectivity for the desired PID controller on analog unit.

between the wheels. State space model of single input single output
(SISO) linear time invariant system can be considered as common
expressions

ẋ(t) = Ax(t) + Bu(t) (4)

y(t) = Cx(t) (5)

where x is state vector containing the angular position and angular
velocity, y is the output signal (angle), u is control signal (voltage)

and A =
[

0 1
0 −4.76

]
, B =

[
0
3.19

]
, C = [ 1 0 ] are constant

a-valued matrices, respectively. The control signal u(t) is defined

Figure 7 The response of the system to a step input.

as below

u(t) = −Kx(t) + pr(t) (6)

where r(t) represents the reference signal and K is the state feed-
back gain matrix of dimensions 1 × 2 and p is a constant the
is chosen to make steady-state error zero. Angular velocity is
obtained from numerical derivative of the measured motor posi-
tion. With this A and B, the system is full state controllable, thus the
poles of closed loop system can be mapped to any desired location
by choosing a proper gain matrix K. The task given to students is
to map the closed loop system poles to s1 = 1.8, s2 = 1.9, which
were chosen arbitrarily. Further, while choosing the pole values,
physical limitations of the system have to be considered in order to
obtain a physically realizable control signal and system response.
Students are instructed to obtain the state feedback gain matrix K
in Matlab by utilizing “place” command which computes the gain
matrix by using the pair A, B, and the desired poles given above.
Following this procedure, the students obtain the gain matrices for
two different pairs of desired poles. After the calculation step ends,
students realize the controller in Simulink environment, shown in
Figure 8. The students are advised to smooth the angular speed
data as it is severely noisy. An exemplar realization is illustrated
in Figure 8.

The angular position data of system, observed from the
mechanical unit via the digital control unit, and the control signal,
driving the DC motor via digital control unit, are both available
as blocks in Simulink environment. A reference signal, which is
a sine wave during the first 40 s and a square wave during the
next 40 s, is chosen. This particular choice of the reference signal



COMPUTER AIDED AUTOMATIC CONTROL EXPERIMENTS 305

Control

Signal

1

Gain Matrix "K"

K*u

Derivation & Filter

900 s

s  +60s+9002

Constant "p"

p* u

Angular Position Reference

2

Angular

Position of

System

1
State 

vector

x(t)
Filtered

Angular

Velocity

Figure 8 Simulink implementation of state feedback with approximate angular speed measurements.

enables to see the performance when the command is smooth and
differentiable and when it displays abrupt changes. For the cho-
sen reference signal and the closed loop poles, the response of the
system is shown in Figure 9. As seen in the figure, the system can
follow the reference signal, while the tracking error varies in an
acceptable range.

The aim of this experiment is to introduce the principles
of state feedback using pole placement technique via a com-
puter aided platform providing fast prototyping possibility. The

importance of selecting proper closed loop poles and filtering the
numerical derivation of data are the two main issues understood
by students through this experiment.

Observer Design via Digital Control Unit

State feedback is a powerful technique in automatic control sys-
tems if all state variables are known. However, not all state
variables are available in practice and for this reason; unknown
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Figure 9 System response to the reference signal (top), tracking error (middle), and control signal (bottom) results for
the closed loop system poles are s1 = 1.8, s2 = 1.9, and P is 1.057. [Color figure can be viewed in the online issue, which
is available at wileyonlinelibrary.com.]
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Figure 10 Simulink model of the observer designed in experiment.

state variables must be estimated by observers to be able to per-
form the state feedback. In this sense, students are expected to
obtain the state variables of the servo system by observers in this
experiment. The mathematical model of the observer is defined as
given in ()

˙̂x = Ax̂ + Bu + Ke(y − Cx̂) (7)

where x̂ is the estimated state and Ke is the observer gain matrix
intensifying the error between the measured angular position of
the system y and the estimated angular position Cx̂ to improve the
correctness of the estimation. The students are asked to calculate
the observer gain matrix Ke, given as

Ke = [ ke1 ke2 ]T (8)

Defining the error as e := x − x̂ it is possible to derive the
tracking error dynamics.

ė = (A − KeC)e (9)

Claiming a desired pair of eigenvalues for the matrix A − KeC
enables us to determine ke1 and ke2 . The observer is realized in
MATLAB/Simulink environment as shown in Figure 10. The exter-
nal control of the system is maintained by a PID controller while
the observer predicts the system states.

By this way, students can easily apply various Ke gain matri-
ces, calculated for different possible observer poles, to system and
experience the effects of the chose values of poles. Furthermore,
estimated and measured states of the system are compared and per-
formance of the observer is displayed in Figures 11 and 12 where
the desired eigenvalues of A − KeC (the poles of the observer) are
s1,2 = −1 for the first case and s1,2 = −8 for the second case. It
is seen from the figures that the students comprehend the varying
speed of convergence for different Ke selections.

Through the experiment, extraction of the missing state vari-
ables of a process is conveyed to the students. In this case, position
is measurable yet the angular speed is not. The observer provides
a prediction for the angular speed. According to the results for the
two selections, the students learn the observer is unable to catch if
its poles are not adequately away from the origin (see Fig. 11), if
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Figure 11 Motor speed estimation results for s1,2 = −1. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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Figure 12 Motor speed estimation results of for s1,2 = −8. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

they are chosen appropriately, the observer removes the spurious
content in the angular speed and produces a much smoother speed
data as shown in the top row of Figure 12.

NONLINEAR CONTROL EXPERIMENTS

This section dwells on how the concepts of linear control can
be extended to nonlinear control laws while maintaining stability
and performance expectations. Two popular approaches are exper-
imented, namely, SMC and fuzzy control, which are explained in
the sequel.

Sliding Mode Control via Digital Control Unit

SMC is one of the most popular nonlinear control schemes used
frequently in the literature. The philosophy of the design based on
the guidance of the error vector toward a predefined subspace of the
phase space, called the sliding manifold, and to maintain it there.
The design of this subspace, on the other hand, is a particularly
selected one, such that once the error vector gets trapped to it, the
motion thereafter takes place in the vicinity of this subspace and
the error (and its derivatives) converge the origin [8–10].

Referring to the state space model described in (4) and (5), we
define the errors as e1 = x1 − r1 is the positional error, e2 = x2 − r2,
is the error in angular velocity with r2 = ṙ1 and r2 is differentiable
too. Define the switching variable as

�= e2+ � e1 =
(

d

dt
+ �

)
e1 (10)

where the positive valued parameter � determines the slope of
the line in the space spanned by e1 and e2. After taking the time
derivative of (10) and exploiting (4) and (5) lets us have the control

input in the expression as given below

�̇ = ė2+ � ė1

= ẋ2 − ṙ2+ � e2

= −4.76x2 + 3.19u − ṙ2+ � e2

(11)

Clearly for a Q > 0, a reaching dynamics given by �̇ =
−Q sgn(�) would force any initial value of � to zero. Equating
(11) to −Q sgn(�) and solving for the control signal lets us have

u = 1

3.19
(4.76x2 + ṙ2− � e2 − Q sgn(�)) (12)

The control law above ensures � = 0 in finite time, further,
it introduces a certain level of robustness against modeling uncer-
tainties such as the adverse effect of the belt used in this system. In
the practice, the sign function is replaced by the function in (13)
to avoid the chattering, a phenomenon that arises due to the sign
measurement of a quantity that is close to zero.

sgn(z) ∼= z

|z|+ �
, �> 0 (13)

In this experiment, the effects of the following on the system
response are investigated.

• Reaching law parameter Q.
• The slope parameter �.
• The sign function smoothing parameter �.

The sliding mode controller in (12) is realized in the Simulink
environment with the aforementioned approximate angular veloc-
ity information. Students are expected to vary the three parameters
mentioned above, thus they analyze the characteristics and quali-
ties of the system response as well as the control signal peculiar to
each specific case.
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Figure 13 System response to the reference signal (top), tracking error (middle), and control signal generated
by the sliding mode control (bottom). [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

Initially, the values of �, �, and Q are selected as 2, 0.8, and
10, respectively. Thus, the system response follows the desired
reference signal with an admissible level of error as seen in Figure
13. When the reference signal suddenly changes, the controller
produces a high amplitude signal locally in order to force the value
of � toward zero. For safety reasons, the control signal is within
the range ±24 V and when there are abrupt changes, the control
signal is likely to reach (or saturate at) these hard bounds.

The phase space behavior of error is illustrated as subplots
in Figure 14. The top left subplot depicts the reaching phase of
the experiment, where we see that the error vector hits the sliding
line and remains in the vicinity of it. In the top right subplot,
the students see the sliding mode, which guide the error vector
toward the origin of the phase space. After the 40 s of run, square
wave reference signal becomes active, the controller is still able to
stabilize the system yet it is difficult to see the sliding regime as
clear as in the sinusoidal reference case.

Three parameters, namely �, �, and Q, characterizing the
response of the controlled system, are varied on a one-at-a-time
basis. Increasing the value of reaching law parameter Q pro-
vides faster reaching, more robustness but causes more chattering.

Increasing the value of slope parameter � provides faster con-
vergence during the sliding mode. Increasing the value of sign
function smoothing parameter � worsens robustness; on the other
hand decreasing � magnifies the chattering. The students acquire
how a robust control law is implemented and the dependence of
performance on the design parameters is understood.

Fuzzy Control via the Digital Control Unit

Fuzzy control is another nonlinear control experiment available in
the description of the laboratory. The philosophy that lies behind
is based on the descriptions in terms of linguistic quantities. The
way to describe these quantities is to define membership functions
characterizing sets whose boundaries are unsharp, that is, fuzzy,
[X]. Fuzzy control is an active research field and the goal of the
experiment is to teach the basics of fuzzy control as well as estab-
lishing links in between the undergraduate level control education
and its research extensions. The first step of the experiment is to
understand the fuzzy quantification of a variable called e. In Figure
15, three fuzzy sets are depicted which were asked once for every
new value of e, which changes in time.
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Figure 14 The trajectories of the error in the phase space for different periods of an experiment. [Color figure can be
viewed in the online issue, which is available at wileyonlinelibrary.com.]

If a different process is to be activated according to different
regional values of e, fuzzy logic is the best alternative to partition
the input spaceR, to which e belongs, and activates dedicated pro-
cesses whenever the necessary premises are held to a good extent.
More explicitly, for two input and single output fuzzy system, the
rules of the form.

IFe1 ∈ Piande2 ∈ WiTHENu = yi

determine the local conclusion and the fuzzy system interpolates in
between many such local conclusions to build a global map. In the
above rule structure, Pi and Wi denote the fuzzy sets corresponding
to some linguistic label, positive, negative, or zero (see Fig. 15).

µN

µZ

µP

e

e

e

−L

−L L

L

1

1

1

Figure 15 Membership functions, negative (N) is on the top, zero (Z) is
in the middle, and positive (P) is at the bottom.

In this experiment, a standard Sugeno type fuzzy controller
is used and defined by R = 9 rules with triangular membership
functions as shown above. Position error (e1) and its derivative
(e2) are applied as inputs to fuzzy controller. Input and output
relation is given as in (14).

u =

R∑
i=1

yi

m∏
j=1

�ij (ej)

R∑
i=1

m∏
j=1

�ij (ej)

(14)

Membership functions, seen in (14) and depicted in Figure
15 are described explicitly as

�N (e) = max
(

min
(

− e

L
, 1

)
, 0

)
(15)

�Z (e) = max
(

min
(

1 + e

L
, 1 − e

L

)
, 0

)
(16)

�P (e) = max
(

min
(

e

L
, 1

)
, 0

)
(17)

The membership functions with a design parameter L are
implemented in Simulink environment and the overall fuzzy con-
troller in (14) is then realized for experimentation. The teaching
goal here is to convey the effect of different L and yi (i = 1, 2, . . . ,
R) selections on the performance. The latter describes the defuzzi-
fier, which converts the fuzzy quantities to crisp values. Initially
the students are given the value of L quantifying the positional error
as 33◦ and that quantifying the error in the angular speed as 82◦/s.
Likewise, the an initial selection for the defuzzifier parameters (y)
is as given below (Fig. 16)

y = [ −22 −16 −8 −2 0 2 8 16 22 ]T (18)
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Figure 16 System response to the reference signal (top), tracking error (middle), and control signal generated by fuzzy
controller (bottom). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Defined control surface and obtained results are shown in
Figure 17. The closed loop performance of the fuzzy controller is
similar to sliding mode controller, however, the transient response
of the system has shorter rising and settling times while using
fuzzy controller by choosing proper values for yi, providing faster
converging. Besides, the steady-state performance of the fuzzy
controller is sufficiently good.

The aim of the experiment is to teach how feedback control
can be accomplished without knowing the system dynamics. Since
the student perform several experiments before trying the fuzzy
control approach, they get a solid understanding of the DC motor
dynamics and they become capable of writing the rules to stabilize
the plant at a desired setpoint or around a desired trajectory as
shown in Figure 14.

STRUCTURING THE LABORATORY EXPERIMENTS

Most engineering institutions offer the first control course in the
third year of the undergraduate education. This course typically

encompasses the topics from the ordinary linear differential equa-
tions to preliminary concepts of state space analysis. The courses
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Figure 17 Control surface with the fuzzy system in (14). [Color figure can
be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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Table 1 Implementation Scheme for Junior and Senior Level Students

Experiment name 3rd class students 4th class students

On–off control Experiment #1 Prelab study #1
Control of a second order system: A simulation example Experiment #2 Prelab study #2
Understanding the frequency domain Experiment #3 Prelab study #3
PID control via analog control unit Experiment #4 Experiment #1
Pole placement technique via digital control unit Experiment #5 Experiment #2
Observer design via digital control unit Experiment #6 (optional) Experiment #3
Sliding mode control via digital control unit Not included Experiment #4
Fuzzy control via digital control unit Not included Experiment #5

at the senior level are more diverse containing the state space anal-
ysis, robust and nonlinear control techniques in depth. This article
describes a set of laboratory experiments that is adaptable to both
3rd and 4th year students as detailed in Table 1. The assessment
of the laboratory grade is based on the student’s performance dur-
ing the experiment as well as the report submitted till the next lab
session.

Regarding the learning of the course material, students’ fun-
damental gain is to get a solid understanding of the concept of
feedback. Further, during the course, the students perform sev-
eral simulations, where components behave ideally, and they grasp
the notion of imprecision during the real-time experiments. The
quality of the feedback signal directly influences the closed loop
performance and this is understood as a critical parameter influ-
encing the performance of different control schemes. Another
important gain of the students is to develop a an engineering
feeling, that is, complicated control laws could yield better pre-
cision yet simpler ones like the PID scheme are easy to implement
with cheap hardware. Last but not the least, after completing the
described set of experiments, the students have a clear under-
standing of the frequency domain and the frequency response of
dynamic systems. Overall, the students experience the key notions
of the control systems through the described experiments.

CONCLUSIONS

This article describes several experiments that familiarize the con-
trol engineering students with the use of simulation tools as well
as real-time design and implementation issues. The novelty intro-
duced here is the method followed. To emphasize once more, the
use of simple strategies to convey the fundamental ideas of feed-
back control is possible via simulation tools yet to understand
better, several experiments are described to strengthen the feeling
of feedback and closed loop control expectations. The considered
experimental setup is a good test bed for junior level students tak-
ing the automatic control course as well as for the students who
aim at solving research problems and prototype nonlinear control
laws on a physical system having limited computational capabili-
ties. The article also provides how the experiments can be grouped
to address 3rd and 4th class engineering students separately.
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University, Electrical and Electronics Engineering
Department in June 2000. Between August 1996 -
December 2000, he was with Bogaziçi University,
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