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• We propose an improved integral backstepping control for a laboratory helicopter.
• The method can simultaneously handle constant and time varying input references.
• A switched backstepping control is designed to reduce the effects of noise and jerking.
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a b s t r a c t

This paper proposes an improved method of integral backstepping for real time control of a laboratory
helicopter with variable speed rotors known as the Two-Rotor Aero-dynamic System (TRAS). The
coupled system is decomposed into the horizontal subsystem (HS) and the vertical subsystem (VS)
and traditional backstepping, augmented with direct integral action is designed for each subsystem.
The transient response to both constant and time varying references is then simultaneously improved
by modifying an already proposed method called dual boundary conditional integration. A switching
technique is also employed to enhance the tracking response of the undamped HS for its bi-
directional motor which exhibits jerking effects. Experimental results show that the proposed approach
yields improved transient and tracking performance when compared to previously proposed methods
exploiting conditional integration earlier proposed for improving the transient response of controlled
nonlinear systems with integral action. The results also show the robustness of the proposed method
in the presence of the coupling effects and additional external disturbance applied to the system in
the form of a wind gust.

© 2019 ISA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

The Two Rotor Aero-dynamical System (TRAS) exemplifies
a highly nonlinear system with significant cross couplings and
unmeasurable states and is regarded as a challenging control
problem. The helicopter-like system consists primarily of main
and tail rotors attached to the ends of a beam. The control objec-
tive is to track a predetermined trajectory quickly and accurately
by controlling the thrusts generated from the system’s variable
speed rotors.

Many motion control systems like the TRAS can be repre-
sented as a cascade of systems from the input to output. These
systems can thus be represented in triangular form or in strict-
feedback form when the component subsystems are nonlinear.

∗ Corresponding author.
E-mail address: zahar@fke.utm.my (Z. Mohamed).

Over the years, recursive backstepping has proven to be an effec-
tive approach in designing nonlinear control laws for this class
of systems. Robust output regulation, which is one of the most
essential problems in control engineering practice [1,2], can then
be achieved by introducing integral action into the controller. This
is especially required in the presence of parameter uncertainties
and/or constant external disturbances. Integral action, however,
has the well-known drawback of degrading the transient per-
formance by instigating undesirable overshoot and oscillations
which can lead to longer settling times or even instability.

The most widely used method of including integral action
in backstepping, which is a natural choice for controlling cas-
caded nonlinear systems, is to use parameter adaptation [3,4].
However, parameter adaptation has the drawback of degrading
the transient performance when initiated [5]. Several methods
including multiple models [6], neural networks [7] and estima-
tor resetting [8] for example, have been employed to reduce
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this drawback. In addition to degrading transient performance,
parameter update laws also significantly complicate the compu-
tation of the control signal. A relatively straight-forward approach
introduced in [9] includes direct integral action by augmenting
the first step of the backstepping design with an integral of the
output error. While this method also degrades the transient per-
formance, it can be improved by manipulating the gain parameter
of the integrator.

In feedback controllers with direct integral action, methods
like integrator resetting [10–12] have been proposed to improve
the transient response. In [13] and [14], a variable gain integral
controller was proposed to solve this problem in linear plants. For
nonlinear systems, the concept of conditional integration (provid-
ing integral action conditionally within a specific boundary) was
introduced in [15] in a Sliding Mode Control (SMC) framework.
This was extended using Lyapunov redesign to a general class
of state feedback controllers in [16]. More recently, an improved
method of conditional integration, which uses dual boundaries,
has been developed in [17]. The proposed method was validated
by simulation on a Two Rotor MIMO System (TRMS), a variant of
the TRAS with different physical parameters. While this method
showed improvement in the transient response, only simulation
results were provided and an integral reset was required for
sinusoidal reference signals. Moreover, the method in [17] cannot
simultaneously handle constant and time-varying references.

Another problem commonly encountered in practice is the
measurement noise emanating from used sensory devices. This
is especially the case when state dependent feedback laws (like
backstepping), which require system states for computation of
the control law, are employed. The problem is further compli-
cated when not all required states are available for measurement
(as is often the case) and have to be observed or estimated.
Although the tracking performance might not be seriously af-
fected by the measurement noise [18,19], noise in the observed
quantities leads to saturation of the actuators, vibrations and
decreased motor efficiency [20]. While saturation of the control
input may be applied to mitigate the jerking effects in variable
speed motors, this cannot be applied when bi-directional rotation
of the motor is required, and the motor current has to be reversed.

In the literature, many practical control approaches have been
proposed for the TRAS/TRMS. PID based controllers have been
implemented in [21,22]. These, however, have narrow operat-
ing ranges and do not yield a fast and satisfactory performance
as the system’s inextricably intertwined nonlinearities are not
specifically taken into consideration. PID based Active Distur-
bance Rejection Control (ADRC) was proposed for the TRAS in [23]
in which only tracking of step-wise constant waveforms was
investigated. More recently, ADRC has also been proposed for the
TRMS in [24] in combination with an input shaper to improve the
transient performance and in [25] using a cascaded structure. The
non-cascaded ADRC schemes for the TRAS/TRMS in [23] and [24]
showed good tracking of step-wise constant input signals, but the
tracking of time varying input waveforms was not investigated.
Although the proposed cascaded ADRC structure in [25] showed
good tracking of slowly time varying references for the VS, the
tracking response of the HS and the transient responses of both
subsystems could be improved. Fractional order PID has also been
suggested for the TRMS in [26] but the results obtained to a
step input showed significant overshoot and oscillation in the
transient phase.

Nonlinear methods like feedback linearisation [27,28], SMC
[29–34], and backstepping [35,36] have also been suggested for
practical control implementation on the TRAS/TRMS and showed
satisfactory tracking and robustness, especially for the HS. The
feedback linearisation method in [27] for the TRMS was designed
using a 2-step approach to improve the working range, while

that in [28] was implemented using second level adaptation to
enhance performance. The terminal SMC [29] and the integral
SMC [30] proposed for the TRMS achieved tracking but showed
quite long settling times while the integral SMC [31] for the TRAS
was only subjected to ramp like changes in the reference. The
effects of chattering with SMC were considerably attenuated by
employing a sliding mode differentiator on the TRAS in [32] and
a fuzzy compensator on the TRMS in [33]. The proposed SMC
for the TRAS in [34] used a model-free approach to tune the
parameters but the system displayed significant tracking error
for a sinusoidal signal. The backstepping controller proposed for
the TRMS in [35] employed an intelligent observer to provide
estimates of inaccessible states while that for the TRAS in [36]
used a disturbance observer to improve robustness.

In general, the nonlinear methods proposed for the TRAS/TRMS
showed relatively satisfactory tracking and robustness, especially
for the yaw angle. However, with the exception of [28] where
multiple models were employed, none of the aforementioned
works directly address the issue of improving the transient per-
formance or alleviating the jerking effects in the rotors in real
time. Moreover, the experimental results for the TRMS in [28]
showed significant overshoots and tracking error, especially for
the pitch angle. Thus, the contribution of this paper to address
these issues is twofold. First, the method of Dual Boundary
Conditional Integration (DBCI) in [17] which varies the integral
gain parameter to improve transient and tracking performance
is enhanced. As opposed to being a function of the reference
signal, the sign of the incremental variable integral gain of the
DBCI law [17] during the transient phase is modified such that
it is dependent on the sign of the error state. This allows the
modified DBCI (MDBCI) law proposed in this work to simultane-
ously handle both constant and time varying input references and
moreover, eliminates the need for integral resetting. Second, the
MDBCI law is combined with a switched control method between
two candidate integral backstepping controllers to reduce jerking
in the bi-directional tail rotor of the HS and improve the overall
performance of the coupled system. In addition, real time exper-
imental validation of the proposed approach is achieved in the
presence of model uncertainties, measurement noise and wind
gusts.

The rest of this paper is organised as follows. Section 2 de-
scribes the mathematical model of the TRAS, Section 3 presents
the integral backstepping control design and Section 4 presents
the proposed approach that improves the transient response and
tracking performance. Stability of the closed-loop system under
the proposed control method is analysed in Section 5, exper-
imental results are presented and discussed in Section 6 and
concluding remarks are given in Section 7.

2. Dynamic model of the TRAS

The TRAS shown in Fig. 1 consists of a free beam pivoted at
its base. The articulated joint enables the beam to rotate such
that its ends move on the horizontal (yaw) and vertical (pitch)
planes. The main and tail rotors are driven by 12 V DC motors and
are attached to the ends of the beam. A counterbalance arm with
a weight at its end is fixed to the beam at the pivot to provide
damping. The system is balanced in such that the main rotor side
of the beam is lowered when the motors are switched off.

Unlike conventional helicopters where aerodynamic thrust is
produced by altering the angle of attack of each propeller, aerody-
namic thrust in the TRAS is generated by increasing the rotation
speed of the rotors. The rotor speeds (measured by tachogenera-
tors) and the pitch and yaw angles (measured by digital position
encoders) are the four controlled variables to be controlled by
manipulating the main and tail rotor torques. An approximate
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Fig. 1. (a) TRAS experimental setup, (b) TRAS component parts.

mathematical model of the TRAS is obtained by using Newton’s
second law of motion and converted into state-space form [37].
The equations defining the motion of the TRAS are given in (1)
with values of the physical parameters provided in Table 1. For
the rest of this article, subscripts h and v respectively, will be used
to represent the horizontal and vertical subsystems of the TRAS.

ẋ1 = x3
ẋ2 = x4

ẋ3 =
1
Jh

[ltFh (x5) cos x2 − khx3 + uvkvh − a1x3 |x5|]

ẋ4 =
1
Jv

[
lmFv (x6) − kvx4 + g ((A − B) cos x2 − C sin x2)

−
1
2
x23 (A + B + C) sin (2x2) uhkhv + uhkhv − a2x4 |x6|

]
ẋ5 =

1
Ih

(
uh − H−1

h (x5)
)

ẋ6 =
1
Iv

(
uv − H−1

v (x6)
)
. (1)

where x1 (x2) is the yaw (pitch) angle of the beam, x3 (x4) is
the angular velocity of the beam around the horizontal (vertical)
axis, uh (uv) is the input voltage to the tail (main) rotor, x5 (x6) is
the tail (main) rotor speed and Fh (Fv) is the propulsive force it
generates, and Hh (Hv) is a dynamical equation of the tail (main)
rotor.

The sum of the moments of inertia relative to the vertical axis
Jh depends on the position, x2 of the beam and can be expressed
as:

Jh = D sin2 x2 + E cos2 x2 + F . (2)

The nonlinear relationships between the motor input voltages,
rotor speeds and the aerodynamic thrusts generated (static char-
acteristics) are determined experimentally for each device [37]
and approximated by the polynomials in (3)–(6).

ωh ≈ −2.2 × 103uh
5
− 1.7 × 102uh

4
− 4.5 × 103uh

3

+ 3 × 102uh
2

+ 9.8 × 103uh − 9.2, (3)

Fh ≈ −2.6 × 10−20ωh
5
+ 4.1 × 10−17ωh

4
+ 3.2 × 10−12ωh

3

− 7.3 × 10−9ωh
2

+ 2.1 × 10−5ωh + 0.0091, (4)

ωv ≈ −5.2 × 103uv
7
− 1.1 × 102uv

6
+ 1.1 × 104uv

5

+ 1.3 × 102uv
4

− 9.2 × 103uv
3
− 31uv

2
+ 6.1 × 103uv − 4.5, (5)

Fv ≈ −1.8 × 10−18ωv
5
− 7.8 × 10−16ωv

4
+ 4.1 × 10−11ωv

3

+ 2.7 × 10−8ωv
2

+ 3.5 × 10−5ωv − 0.014. (6)

Remark 1. The model in (1) represents coupled dynamics, where
the behaviour of HS and VS influence each other in such a way
that the scheduling of a proper control signal meeting the stability
and performance expectations is challenging. Also, the model is
derived under a set of assumptions and simplifications regarding
delays, rigidity issues and the like and obtaining precision with
speed is a design challenge attacked by many researchers.

3. Integral backstepping control design

The integral backstepping controller (IBC) is individually de-
signed using traditional recursive backstepping procedure [38,39]
for the decomposed HS and VS by taking the cross coupling effects
as uncertainties. The integral of the error is added to the first step
of the backstepping design [9,40] to provide robustness against
the coupling and modelling uncertainties.

3.1. Horizontal subsystem integral backstepping

The decomposed model of the HS can be obtained as [37]

ẋ1 = x3

ẋ3 =
1
Jh

[ltFh (x5) cos x2 − khx3 − a1x3 |x5|]

ẋ5 =
1
Ih

(
uh − H−1

h (x5)
)
. (7)

Let:

z1 := x1 − x1d, (8)

z3 := x3 − α1, (9)

z5 := Fh(x5) − α3. (10)

where x1d is the desired angle of the HS and α1 and α3 are back-
stepping stabilising functions to be determined. Following the
recursive backstepping procedure, the IBC for the HS is designed
as follows.
Step 1:

Select a Control Lyapunov Function (CLF) candidate as:

V1 =
λ1

2
χ1

2
+

1
2
z12. (11)
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Table 1
Physical parameters of the TRAS [37].
Symbol Description Value

lt Length of the tail part of the beam 0.216 m
lm Length of the main part of the beam 0.202 m
kh Friction constant of the tail propeller subsystem 5.900 × 10−2 N m
kv Friction constant of the main propeller subsystem 1.271 × 10−2 N m
kvh Vertical angular momentum of the tail rotor 4.200 × 10−3 N m s
khv Horizontal angular momentum of the main rotor −1.780 × 10−2 N m s
A Mechanical constant 0.0652
B Mechanical constant 0.0707
C Mechanical constant 0.0046
D Mechanical constant 6.4608 × 10−4

E Mechanical constant 0.0279
F Mechanical constant 0.0021
Ih Moments of inertia of the tail rotor 2.703 × 10−5 kg m2

Iv Moments of inertia of the main rotor 1.639 × 10−4 kg m2

a1 Constant 3.300 × 10−6

a2 Constant 9.280 × 10−6

g Gravitational acceleration 9.810 m s−2

Jv Sum of moments of inertia relative to the horizontal axis 3.070 × 10−2 kg m2

where χ1 =
∫ t
0 z1 (τ ) dτ and λ1 is a positive constant.

Therefore,

V̇1 = λ1χ1χ̇1 + z1ż1 = λ1χ1z1 + z1 (x3 − ẋ1d) . (12)

A stabilising function α1 (x1) for z1 is designed by taking x3 as
the virtual control.

α1 (x1) = −c1z1 − λ1χ1 + ẋ1d, c1, λ1 > 0. (13)

Hence,

V̇1 = −c1z12. (14)

Step 2:
Select a CLF

V3 = V1 +
1
2
z32. (15)

Its derivative is

V̇3 = λ1χ1χ̇1 + z1ż1 + z3ż3. (16)

The resultant dynamics of z1 is

ż1 = z3 − c1z1 − λ1χ1. (17)

With ż3 = ẋ3 − α̇1 (x1), the dynamics of z3 is

ż3 =
1
Jh

[ltFh (x5) cos x2 − khx3 − a1x3 |x5|] −
∂α1

∂x1
ẋ1. (18)

Substituting (17) and (18) into (16), V̇3 is obtained as

V̇3 = − c1z21 + z3

[
z1 +

lt
Jh

(Fh (x5) cos x2)

−
1
Jh

(khx3 + a1x3 |x5|) −
∂α1

∂x1
ẋ1

]
. (19)

The stabilising function α3 (x1, x3) is designed by taking Fh (x5)
as the virtual control.

α3 =
Jh

lt cos x2

[
−z1 +

1
Jh

(khx3 + a1x3 |x5|) +
∂α1

∂x1
ẋ1 − c3z3

]
.

(20)

So that,

V̇3 = − c1z12 − c3z32, c1, c3 > 0. (21)

Step 3:
Finally, the full state control input uh is designed to stabilise

the entire HS.

Select a CLF as

V5 = V3 +
1
2
z52. (22)

Its derivative is

V̇5 = λ1χ1z1 + z1ż1 + z3ż3 + z5ż5. (23)

The resultant dynamics of z3 is

ż3 = ẋ3 − α̇1 (x1) ,

=
1
Jh

[(ltFh (x5) cos x2) − khx3 − a1x3 |x5|]

−
lt cos x2

Jh
α3 +

lt cos x2
Jh

α3 −
∂α1

∂x1
ẋ1. (24)

Therefore,

ż3 =
lt cos x2

Jh
(Fh (x5) − α3) −

1
Jh

(khx3 + a1x3 |x5|)

−
∂α1

∂x1
ẋ1 +

lt cos x2
Jh

α3. (25)

Substituting for α3 from (20) into the last term on the right-
hand side of (25) yields

ż3 =
lt cos x2

Jh
z5 − z1 − c3z3. (26)

Also as ż5 = Ḟh (x5) − α̇3(x1, x3)

dFh
dt

=
dFh
dx5

.
dx5
dt

=
dFh
dx5

.
1
Ih

(
uh − H−1

h (x5)
)
. (27)

The dynamics of ż5 can be expressed as

ż5 =
dFh
dx5

.
1
Ih

(
uh − H−1

h (x5)
)
− α̇3 (x1, x3) . (28)

The state x5 is available and when measured directly, Ih = 1
and (28) can then be expressed as:

ż5 =
dFh
dx5

(
uh − Hh

−1 (x5)
)
−

∂α3

∂x1
ẋ1 −

∂α3

∂x3
ẋ3. (29)

Substituting (17), (26) and (28) into (23) yields

V̇5 = −c1z21 − c3z23 + z5

[
lt cos x2

Jh
z3 +

dFh
dx5

(
uh − Hh

−1 (x5)
)

−
∂α3

∂x1
ẋ1 −

∂α3

∂x3
ẋ3

]
. (30)
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To stabilise the dynamics of z5, the control input uh is designed
as:

uh = Hh
−1 (x5) +

1
dFh
dx5

(
−

lt cos x2
Jh

z3 +
∂α3

∂x1
ẋ1 +

∂α3

∂x3
ẋ3 − c5z5

)
.

(31)

So that,

V̇5 = −c1z21 − c3z23 − c5z25 ≤ 0, c1, c3, c5 > 0. (32)

Analytically evaluating the partial derivatives and substituting
for z3 and z5 in (31) yields the control law for the HS

uh = Hh
−1 (x5) +

1
dFh
dx5

{
−

lt cos x2
Jh

(x3 + c1z1 + λ1χ1 − ẋ1d)

−
Jh

lt cos x2
x3 [1 + λ1x3

+c3 (c1 + λ1z1)]

+
Jh

lt cos x2
ẋ3

[
1
Jh

(kh + a1 |x5|) − c1 − c3 − λ1z1

]
−c5 [Fh(x5) − α3 (x1, x1)]

}
. (33)

3.2. Vertical subsystem integral backstepping

The decomposed model for the VS of the TRAS is obtained
as [37]

ẋ2 = x4

ẋ4 =
1
Jv

[lmFv (x6) − kvx4 + g ((A − B) cos x2 − C sin x2)

−a2x4 |x6|]

ẋ6 =
1
Iv

(
uv − H−1

v (x6)
)
. (34)

Let:

z2 := x2 − x2d, (35)

z4 := x4 − α2, (36)

z6 := Fv(x6) − α4. (37)

where x2d is the desired pitch angle and α2 and α4 are stabilising
functions to be obtained in the backstepping design. Using a
similar design approach for the HS, the control laws for the VS
are obtained as

α2 (x2) = −c2z2 − λ2χ2 + ẋ2d, c2, λ2 > 0 (38)

where χ2 =
∫ t
0 z2 (τ ) dτ and λ2 is a positive constant, and

α4 =
Jv
lm

(
−z2 +

1
Jv

(G (x2) + kvx4 + a2x4 |x6|)

+
∂α2

∂x2
ẋ2 − c4z4

)
. (39)

where G (x2) = −g ((A − B) cos x2 − C sin x2) is the return mo-
ment of the VS.

Such that,

V̇4 = −c2z22 − c4z42, c2, c4 > 0 (40)

and

uv = H−1
v (x6) +

1
dFv
dx6

(
−

lm
Jv

z4 +
∂α4

∂x2
ẋ2 +

∂α4

∂x4
ẋ4 − c6z6

)
. (41)

Such that,

V̇6 = − c2z22 − c4z42 − c6z62, c2, c4, c6 > 0. (42)

The final control law for the VS is obtained by evaluating the
partial derivatives and substituting for z4 and z6 in (41)

uv = H−1
v (x6) +

1
dFv
dx6

{
−

lm
Jv

(x4 + c2z2 + λ2χ2 − ẋ2d)

−
Jv
lm

x4

[
1 −

1
Jv
Ġ(x2)

+λ2x4 + c4(c2 + λ2z2)
]

+
Jv
lm

ẋ4

[
1
Jv

(kv + a2 |x6|) − c2 − c4 − λ2z2

]
−c6 [Fv (x6) − α4 (x2, x4)]

}
. (43)

4. Improvement of the transient response and reference track-
ing

In this section, the modified method of dual boundary con-
ditional integration for transient performance improvement and
technique of tracking improvement based on switching and con-
trol signal saturation for the HS and VS respectively are presented.

4.1. Modified dual boundary conditional integral (MDBCI) gain law

Consider a closed-loop system with a bounded reference r(t),
output y(t) controlled by a continuous signal u(t) augmented
by a saturated integrator χ with integral gain λ(t) to eliminate
steady state error. Let the error in the system be defined as a
compact set z (t) = y (t) − r (t). Assuming |z(0)| > 0, let µ

and δ (|z(0)| > µ > δ > 0) respectively, be the widths of outer
and inner boundary layers containing r(t). The integral gain law
(44) is proposed to provide variable integral action to robustify
the system without degrading the transient performance and
illustrated in Fig. 2.

λ(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0, |z| > µ > δ

λr , µ ≥ |z| > δ

λr +

∫
(sgn (z (t)) .kλ |z (t)| + kr |ẋd|)dt, |z| ≤ δ, t < tss

λr +

∫
(kλ |z (t)| + kr |ẋd|)dt, |z| ≤ δ, t ≥ tss.

(44)

For 0 ≤ λr < λm where λmϵR+ is the minimum integral gain
required to achieve adequate tracking, λr < λm is the integral
gain within the outer boundary layer, kλ and kr are positive
tuning constants and tss is a predetermined time instant after the
transient period beyond which λ(t) cannot decrease in value.

Remark 2. Let yλo (t) be the output of the system with no in-
tegral action in the neighbourhood of r(t) and yλm (t) be the
output with sufficient integral action which adequately tracks
r(t) after the transient period. The bifurcation point yb which
is contained within µ is defined as the value of yλo (t) during
the transient period where the output with sufficient integral
action diverges from the output with no integral action i.e. yb :=

max
⏐⏐yλo

⏐⏐ ⏐⏐⏐
|yλm−yλo |≥ε

, where ε is a small positive constant.

Remark 3. For constant waveforms, tss is any time instant after
the output has settled to within 2% of the reference value. For si-
nusoidal references, however, tss is a predetermined peak instant
of the reference signal.
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Fig. 2. Tuning of λm , λr , width of the outer boundary µ and width of the inner
boundary, δ..

Remark 4. The integral gain law in (44) improves the result
of [17] in such a way that mechanism in (44) automatically
addresses both constant and time varying reference signals owing
to the kr |ẋd| term. Also, the sign of the incremental gain during
the transient phase in (44) depends on the sign of the error state
and not on the derivatives of the reference input as in [17].

4.2. Tracking improvement of the TRAS

As mentioned earlier, the HS is an undamped system with a
low friction coefficient driven by a bi-directional motor in order
to permit rotation in the yaw axis in opposite directions. This
makes the HS very sensitive to the actuator output. A switched
control framework between two candidate backstepping control
laws realised at different steps of the recursive backstepping pro-
cedure is used to maintain good asymptotic reaching behaviour
and tracking performance. The control law in (33) is a full state
controller for the relative degree 3 system and serves as the first
candidate controller and gives true asymptotic convergence.

The second candidate control law is realised from the second
step of the design procedure as

uh = FhR (α3) , (45)

where FhR: R → R is a reverse map of the HS actuator dynamics
from input to output in (3)–(4) experimentally obtained in [37].
The simplified control law (45) is independent of the noisy accel-
eration ẋ3 of the beam and serves the purpose of tracking with
less jerking. A hysteresis switching rule based on the error z1
combined with a time delay is used to trigger controller switching
from (33) to (45). The switching takes place after the transient pe-
riod when z1 enters a predetermined zone in the neighbourhood
of the origin.

In the case of the VS, its natural damping and saturation
i.e. limiting the control signal are used to reduce the jerking
effects in the main rotor. The counterbalance weights of the TRAS
are adjusted to provide damping such that the main part of the
beam is lowered about −0.5 rad from the horizontal. The control
actuation signal is then limited to −γ ≤ uv ≤ 1 where γ is a
small positive constant. This allows the main rotor to produce
maximum upward thrust for upward motion and allows down-
ward motion by gravitation. Although this approach increases of
the damping of the VS and its nonlinearity (by saturation), the
nonlinear control design equipped with the variable integral gain
law in (44) guarantees satisfactory performance.

5. Stability analysis

The stability of the TRAS under the cross coupling uncer-
tainties with the proposed control approach is analysed in this
section.

5.1. Stability of the HS

The uncertainty in the HS from (1) is given as

∆fh = uvkvh. (46)

The closed-loop dynamics of the HS and the uncertainty in (46)
can be expressed in matrix form in the z coordinates from (17),
(26) and (29) as

żh =

⎡⎢⎢⎢⎣
−c1 1 0

−1 −c3
lt cos x2

Jh
0 −

lt cos x2
Jh

−c5

⎤⎥⎥⎥⎦ zh +

⎡⎣−λ1χ1

∆fh
0

⎤⎦ (47)

where zh =
[
z1 z3 z5

]T .
Let

Vh =
λ1

2
χ1

2
+

1
2
zhT zh. (48)

Its derivative along the dynamics of zh is

V̇h = −

∑
i=1,3,5

cizi2 + z3∆fh ≤ −2min (ci)
1
2
zhT zh + z3∆fh, (49)

or

V̇h ≤ −min(ch) ∥zh∥2
+ |z3∆fh| (50)

where ch = [c1 c3 c5].
Since ∆fh is bounded (uv is bounded) it can be assumed

there exists a bounded positive constant ph such that ph ∥zh∥2
≥

|z3∆fh| , ∀t ≥ 0.

Theorem 1. If min (ch) > ph then the HS of the TRMS will be
asymptotically stable for the control laws (33) and (45) with λ1
defined by (44) for the outer and inner boundary layers µh and δh
respectively.

Proof. The proof will examine the closed-loop system in the
different regions of interest.
Region 1: |z1| > µh > δh

The tracking error is exterior to the outer boundary layer
and λ1 = 0. The controller is thus reduced to a backstepping
controller with no integral action. Calculating the derivative of
Vh along the closed loop trajectories of the HS yields

V̇h ≤ −min (ch) ∥zh∥2
+ |z3∆fh| < 0. (51)

Thus, the proposed control law in (33) is active and exponen-
tially stabilising. The magnitude of the tracking error |z1| will thus
decrease into region 2.
Region 2: µh ≥ |z1|

When the tracking error lies between the two boundary layers
the integral gain λ1 = λrh . Also, when |z1| ≤ δh (within the inner
boundary) the integral gain cannot change instantaneously. The
derivative of Vh along the dynamics of zh now becomes

V̇h ≤ −min (ch) ∥zh∥2
+ |z3∆fh| ≤ 0 (52)

which is only negative semi-definite. However, all signals are
bounded since V̇h is non-positive and it can be deduced from
Barbalat’s lemma that the closed-loop system will be asymptot-
ically stable for the proposed control input uh in (33). That is
limt→∞ z5, z3, z1 → 0.
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Remark 5. After switching, uh = uh2 , ch = [c1 c3] , zh = [z1 z3]
and the dynamics of żh reduces to

żh =

[
−c1 1
−1 −c3

]
zh +

[
−λ1χ1
∆fh

]
(53)

Thus Vh satisfies Branicky’s non-increasing condition [41] and
the system’s stability is maintained for min (ch) > ph.

5.2. Stability of the VS

The uncertainty in the VS from (1) is given as

∆fv = −
1
2
x32 (A + B + C) sin (2x2) uhkhv + uhkhv. (54)

With the uncertainty (54), the closed-loop dynamics of the VS
can be expressed in the z coordinates as

żv =

⎡⎢⎢⎢⎣
−c2 1 0

−1 −c4
lm
Jv

0 −
lm
Jv

−c6

⎤⎥⎥⎥⎦ zv +

⎡⎣−λ2χ2

∆fv
0

⎤⎦ (55)

where zv =
[
z2 z4 z6

]T .
Let

Vv =
λ2

2
χ2

2
+

1
2
zvT zv. (56)

Its derivative along the dynamics of zv is

V̇v = −

∑
i=2,4,6

cizi2 + z4∆fv ≤ −min (cv) ∥zv∥2
+ |z4∆fv| , (57)

where cv = [c2 c4 c6].
The uncertainty ∆fv(x2, x3, uh) is bounded since uh bounded

and x3 is in the neighbourhood of zero since the HS is stable.
Alsox2 is physically restrained between −π/2 < x2 < π/2. It
can be thus be assumed there exists a bounded positive constant
pv such that pv ∥zv∥2

≥ |z4∆fv| , ∀t ≥ 0.

Theorem 2. If min (cv) > pv , then the VS of the TRMS will be
semi-globally asymptotically stable for the control law proposed in
(43) and with λ2 defined by (44) for the boundary layers µh and δh
respectively.

Proof. Similar arguments for the HS can be applied to show
the semi-global asymptotic stability of the VS subjected to the
physical restraint −π/2 < x2 < π/2.

6. Implementation and experimental results

The modified dual boundary conditional integral switched
(MDBCIS) backstepping and modified dual boundary conditional
integral (MDBCI) backstepping controllers proposed for the HS
and VS respectively are implemented in this section. The MD-
BCI(S) backstepping controllers are tested by experiment on the
TRAS in real time under different operating conditions. The op-
erating range is investigated with a step and 0.025 Hz sine wave
reference similar to [42], the more rigorous 0.05 Hz sinusoidal
trajectory in [32] and a square wave signal. The performance of
the proposed MDBCI(S) method is also examined by comparing
the responses with backstepping under (1) No integration (NOI),
(2) Conventional integration (CVI) i.e. when integral action is
applied at t = 0, (3) Conditional integration (CDI) proposed
in [15] and (4) DBCI suggested in [17]. The transient response
characteristics and integral absolute error (IAE) computed at
a sampling time of 0.05 secs are used to assess closed-loop
performance.

6.1. State estimation

Practical implementation of the IBCs requires the estimation
of system states that cannot be measured directly. The Enhanced
Differentiator (ED) specifically designed for systems with low
speeds [43] showed better performance when compared with the
Sliding Mode differentiator [44] used in [32]. In this work, the ED
is thus adopted to provide estimates of the velocity of the beam
x3 (x4) for the HS (VS) from only position measurements of x1 (x2).
The added requirement for the acceleration of the beam ẋ3(ẋ4) for
the HS (VS) is realised by solving its corresponding expression in
from measurements of x1 (x2), x5 (x6) and the estimate of x3 (x4).
This eliminates the need to reuse the differentiator which results
in high noise amplification. The ED for a given reference signal
r (t) is expressed as [43]

q̇1 = q2

q̇2 = R2
[
−β0 (q1 − r) − β1 (q1 − r)n/m − β2

(q2
R

)n/m
]

(58)

where q1 (t) and q2 (t) represent the estimated states of r (t) and
ṙ (t), R, β0, β1, β2 > 0 and m > n are positive odd numbers.

6.2. Integral gain law and ED parameters

The integral law parameters for the HS are set at λrh =

0.35, λmh = 1.3, kλh = 2.5, krh = 0.5. The widths of the outer
and inner boundary regions are respectively set at µh = 0.4 and
δh = 0.075. The HS′ ED parameters are set at Rh = 90, β0h =

1, β1h = 1, β2h = 1,mh = 201 and nh = 199. The integral
gain law parameters for the VS are set at λrv = 0.85, λmv =

2.0, kλv = 3.0, krv = 2.0 with the widths of the boundary layers
set at µv = 0.4 and δv = 0.05. The ED parameters for the VS
are set at Rv = 25, β0v = 2, β1v = 3, β2v = 4,mv = 101 and
nv = 99.

6.3. Step response and optimisation issues

A problem that often arises in poorly modelled processes is
optimisation. When the system model is imprecise, parameters
obtained via optimisation approaches may not be directly ap-
plicable to control the real plant especially when precision is
desired. Fig. 3a is the fitness function value obtained via genetic
algorithm optimisation on the model of TRAS using a similar
reference, objective function and genetic algorithm parameters
proposed for the TRMS in [42]. The best fit obtained corresponds
to c1 = 1.46, c2 = 1.44, c3 = 6.40, c4 = 5.03, c5 = 9.32, c6 =

9.86, λ1 = 1.35 and λ2 = 0.067. These values were acquired with
the integrator χ1 and control signal saturated uh at ±0.1 and ±0.5
respectively for the HS and integrator χ2 saturated at ±0.1 with
the control signal uv limited between −γ and +1 for the VS with
γ taken as 0.2.

While the simulation results in Fig. 3b show good transient re-
sponse and tracking, application of the same values of the control
parameters on the actual laboratory helicopter lead to overshoot
in the HS and steady state error in the damped VS as depicted in
Fig. 3c with CVI. The response with NOI i.e. setting the integral
gains to zero, reduces the overshoot in the HS but decreases its
tracking precision and also leads to visible steady state error in
the VS. With the proposed method of MDBCI(S) however, the
integral gains obtained in the optimisation process are discarded
and the law in (44) is adopted. The evolution of the MDBCI(S)
integral gain parameters in Fig. 3d lead to reduced overshoot in
the HS and elimination of the steady state error in the VS. Table 2
gives the performance characteristics of the optimised system
by experiment, where the values obtained under MDBCI(S) show
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Fig. 3. Simulation and experimental results of the TRAS with optimised control parameters: (a) Fitness function, (b) Simulation angle responses, (c) Experimental
angle responses, (d) Experimental integral gains.

Table 2
Optimised performance characteristics of the TRAS in 2-DOF to step inputs under
no integration, conventional IBC and MDBCIS.
Performance characteristic Axis Control method

NOI CVI MDBCI(S)

Rise time H 1.38 1.29 1.38
V 2.80 2.80 1.57

Settling time H 3.27 4.58 2.69
V – – 1.98

Overshoot (%) H 24.71 36.67 12.13
V 0.00 0.00 2.45

IAE H 37.42 33.53 25.70
V 73.64 68.47 18.58

improved real time performance in comparison with CVI. For
instance, the overshoot for the TRAS-HS is 12.13% with MDBCIS
but rises to 36.67% with CVI. Also, the IAE for the TRAS-VS is
18.58 by MDBCI but increases to 68.47 with CVI. The much higher
IAE with CVI is because the integral gain parameter obtained by
optimisation of the imprecise TRAS model is too low to eliminate
the steady state error in the TRAS-VS in practice and leads to
results that are only slightly better than NOI.

6.4. Sine wave response

In order to allow robust tracking of a rigorous trajectory sim-
ilar to [32], the control parameters are heuristically fine-tuned.
The IBC parameters are retuned to c1 = 1.05, c3 = 7.34 and
c5 = 5 for the HS and c2 = 1, c4 = 6.24 and c6 = 8.0 for the
VS.

Table 3
Experimental performance characteristics of the TRAS to sinusoidal inputs under
backstepping with different integration methods and MDBCI(S).
Reference Axis Control method

CVI CDI DBCI MDBCI(S)

1/20 Hz
Overshoot (%) H 34.31 9.80 5.58 7.05

V 5.15 6.36 5.75 4.07

IAE H 40.78 35.92 34.43 33.77
V 20.56 24.16 18.54 18.04

1/40 Hz
Overshoot (%) H 20.24 18.88 12.74 9.09

V 4.00 4.31 3.74 3.14

IAE H 20.22 22.22 20.18 17.40
V 15.16 18.37 15.59 15.57

Fig. 4 shows the output responses using backstepping with
CVI, CDI, DBCI and the proposed MDBCI(S) to a 0.05 Hz sinusoidal
reference signal. As shown in Fig. 4, all the IBCs adequately
track the trajectory for both the HS and VS. The output of the
undamped HS, however, shows significant overshoot with con-
ventional integration (CVI) as depicted in the residual error plot
in Fig. 5a. The overshoot is reduced with conditional integration
(CDI), DBCI and the proposed MDBCI(S) as the performance values
in Table 3 indicate.

The values of the IAE in Table 3 also show that DBCI and MD-
BCI(S) improve precision when compared to the other methods.
This is because the integral gain parameters converge to higher
values (λ1 = 1.3, λ2 = 2.0) than in the cases of CVI and CDI
(λ1 = 1, λ2 = 1.3) as depicted in Fig. 5b. Also, the switching
method employed with MDBCIS for the undamped HS signifi-
cantly reduces the jerking effects caused by measurement noise
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Fig. 4. Experimental cross coupled tracking responses of the TRAS to a 0.05 Hz sinusoidal signal with different integration methods and MDBCIS.

Fig. 5. Experimental cross coupled responses of the TRAS to a 0.05 Hz sinusoidal signal with different integration methods and MDBCIS: (a) Residual angle responses,
(b) Integral gains, (c) Control signal (PWM), (d) Rotor speeds.

and modelling uncertainties. This can be noticed in Fig. 5c where
the filtered control signal has higher peaks for DBCI (similar for
CVI and CDI) as compared to MDBCIS. Although switching to
mitigate measurement noise is applied only to the HS, the effects
are also visible in the VS since the system is coupled.

The reduction in the jerking is better illustrated in the plot of
the rotor speeds in Fig. 5d. It can be observed that in the case
without switching (DBCI is plotted to illustrate this), the speed of
the tail rotor has higher peaks and crosses the zero point several

times (indicating a reversal in direction) in order to track the
time varying reference and counter the coupling effects from the
main rotor. This reversal of direction occurs less frequently with
MDBCIS as Fig. 5d shows.

The adaptability of DBCI and MDBCI(S) is illustrated by reduc-
ing the amplitudes and frequencies of the reference inputs by
50% from 0.05 Hz to 0.025 Hz as shown in Fig. 6. Unlike with
the previous reference, CDI now does not give any significant
improvement over CVI as shown in Fig. 7a and the values in
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Fig. 6. Experimental cross coupled tracking responses of the TRAS to a 0.025 Hz sinusoidal signal with different integration methods and MDBCIS.

Fig. 7. Experimental cross coupled responses of the TRAS to a 0.025 Hz sinusoidal signal with different integration methods and MDBCIS: (a) Residual angle responses,
(b) Integral gains, (c) Control signal (PWM), (d) Rotor speeds.

Table 3. DBCI and the proposed MDBCI(S), however, adapt to the
low frequency and amplitude of the input and the integral gain
parameters take longer to reach their maximum values as shown
in Fig. 7b when compared to Fig. 5b. As indicated by the values
in Table 3, DBCI generally leads to much improved performance
when compared to CDI and CVI in terms of tracking precision
and decreased overshoot which is further enhanced by MDBCI(S).
Fig. 7c and Fig. 7d also show that the switching technique by

the proposed MDBCIS for the HS helps to mitigate the noise and
jerking of the tail rotor thereby improving energy efficiency.

6.5. Square wave response

The angle responses of the IBCs with different integration
methods and MDBCI(S) to a square wave input are shown in
Fig. 8. In addition to overshoots observed at every step change
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Fig. 8. Experimental cross coupled angle responses of the TRAS to a square-wave signal with different integration methods and MDBCI(S).

Fig. 9. Experimental cross coupled responses of the TRAS to a square wave signal with different integration methods and MDBCI(S): (a) Residual angle responses,
(b) Integral gains, (c) Control signal (PWM), (d) Rotor speeds.

in the reference, a close examination of the yaw angle response
in Fig. 8 and the residual plot in Fig. 9a also show persistent
oscillations with CVI when the reference is low. Although the
overshoots are in most cases reduced with CDI, it also exhibits
oscillations in the yaw angle response at the low regions. As such,
the CDI approach gives no clear improvement over CVI when the
initial conditions are close to the origin. The oscillations with CVI

and CDI occur mainly as a result of their integral gains being too
high for the low regions of the square-wave reference signal as
shown in Fig. 9b. In addition, the jerking effects from the tail rotor
in Fig. 9d, as a result of the noisy control signals in Fig. 9c, lead
to a further reduction in the performance of the coupled system.
The response with DBCI as can be noticed in Fig. 8 is quite poor
since it behaves like NOI for piecewise constant waveforms.
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Fig. 10. Real-time robustness of the TRAS with MDBCI(S) to an external wind disturbance (a) Angular responses, (b) Integral gains.

Table 4
Experimental performance characteristics of the TRAS to a square-wave input
under different integration methods and MDBCI(S).
Performance characteristic Axis Control method

CVI CDI DBCI MDBCI(S)

OS1 (%) H 5.84 5.54 0.00 0.32
V 16.49 13.94 0.00 5.76

OS2 (%) H 26.85 10.44 7.83 8.44
V 2.41 4.46 0.00 1.13

OS3 (%) H 2.31 2.77 0.00 0.01
V 16.73 17.75 6.50 14.68

IAE H 77.49 81.15 104.47 74.89
V 32.76 39.77 85.66 33.02

From the response in Fig. 8, it is clear that MDBCI(S) gives
improved performance as the overshoots at every step change in
the reference are reduced. Moreover, the yaw angle response does
not exhibit the oscillatory behaviour observed with CVI and CDI.
This improvement is as a result of the integral gains converging
to appropriate values as shown in Fig. 9b and reduction in the
control signal noise and jerking effect of the tail rotor as can be
observed in Fig. 9c and 9d respectively. Although the control sig-
nals with MDBCI(S) also show some fluctuations, the deviations
are comparatively smaller than in the case with CVI (and CDI)
without switching. This translates into less energy consumption
and a smoother response with MDBCI(S) as shown in the plot of
the rotor speeds in Fig. 9d.

The overshoot and error performance characteristics of the
IBCs under the different integration methods and MDBCI(S) for
the square wave input are summarised in Table 4. The overshoot
parameter is divided into three sections corresponding the step
changes in the reference input. They are OS1 for 0 ≤ t < 20,
OS2 for 20 ≤ t < 40 and OS3 for 40 ≤ t ≤ 50. From Table 4,
the output with DBCI only exceeds the reference once for the HS
and VS but is associated with steady state error owing to the lack
of integral action as the IAE values show. With the exception of
OS2 for the HS where CDI has significantly reduced overshoot in
comparison with CVI, the reduction in overshoot by CDI comes
at the price of increased values of the IAE especially in the case
of the damped VS. The performance indices, however, indicate
clear improvement with MDBCI(S) as it has reduced values of all
overshoots in addition to having better tracking when compared
with the other methods. The only exception is in the damped VS
where the IAE for CVI is slightly lower than MDBCI as a result of
its faster rise time as can be observed in Fig. 8.

6.6. Robustness to external disturbances

The robustness of the proposed MDBCI(S) to an additional
external disturbance is investigated by subjecting the TRAS to a
wind gust from a blower aimed at the tail rotor. Fig. 10 shows
how the system responds to the wind disturbance which is ap-
plied in the region between the 20 and 40 sec period. The angular
responses in Fig. 10a show the visible effect of the disturbance
especially in the yaw angle which reaches a peak of 1.25 rad (25%
increase) in its output response. The controller, however, reacts
by automatically increasing the integral gain parameter when
the disturbance is activated, which helps to counter its effects.
The integral gain of the HS in Fig. 10b exits the inner boundary
and returns to its initial value of 0.35 before converging to the
maximum. Although the disturbance is not eliminated entirely,
the response shows that the system remains stable and the error
returns to zero once the disturbance is deactivated. A somewhat
similar response is shown by the VS which is also affected since
the system is coupled. The integral gain of the VS also has a
similar behaviour to that of the HS although it does not reach
its allowed maximum (2.0) before the disturbance is deactivated.

Remark 6. While performance is not significantly affected by
the output exiting the inner boundary, frequent exiting and re-
entry can degrade performance. As such the outer boundary of
the HS was increased from 0.075 to 0.1 rad (resulting in larger
overshoot in the transient response) for the above robustness
test to prevent this from happening. Another drawback of the
MDBCI(S) approach (also shared with DBCI) is that the settling
time (tss) is assumed to be known a priori.

7. Conclusion

An improved method of integral backstepping control has
been designed and implemented on the helicopter-like TRAS in
real time and guarantees the stability and robustness of the
controlled system to uncertainties and external disturbances. The
method of MDBCI(S) proposed in this paper advances the results
presented in [14] in that (i) it can simultaneously and automati-
cally handle constant and time varying reference inputs, (ii) the
sign of the incremental integral gain depends only on the sign of
the error signal and (iii) the performance of the coupled system is
further enhanced via a switching mechanism which reduces the
effects of measurement noise in the bidirectional motor of the
undamped HS. The experimental results obtained showed both
transient response and tracking improvement for constant and
time varying reference inputs and a reduction in motor jerking
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when compared with conventional, conditional and dual bound-
ary conditional integral backstepping. Furthermore, the proposed
MDBCI(S) also achieved enhanced real time performance when
compared to CVI with over 24% and 23% reduction in overshoot
and tracking error respectively for the HS when the control pa-
rameters were obtained via optimisation of an imprecise model
of the controlled system. An area of possible future work will be
to investigate the extent to which employment of a disturbance
observer can further improve robustness and guarantee output
regulation in the presence of the wind disturbance. It will also be
interesting to investigate how the assumption regarding a priori
knowledge of the settling time with MDBCI could be relaxed.
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