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a b s t r a c t

This study addresses the problem of deploying multi-agent systems using single-parameter adaptive
neural network control in time and space where the system is modeled by a parabolic partial
differential equation (PDE). We investigate the agent model, simplify the pointwise dynamics using
a PDE model, and consider the deployment problem when the number of agents is relatively large.
In order for the deployed agents to follow the desired trajectory, we augment the agent dynamics
with individual control inputs, accounting for the unknown interference faced by each agent during
the deployment process. In the proposed approach, a radial basis function neural network structure is
introduced to enhance the systems’ adaptivity under unknown interference. The unknown parameter
is estimated via the single-parameter idea for reducing the computation of the entire process and
increasing the calculation speed. Asymmetric performance constraints are imposed on the tracking
error of the system to ensure that each agent is deployed in the required position. The results of
numerical simulation prove the effectiveness of the method.

© 2023 Elsevier Ltd. All rights reserved.
1. Introduction

Multi-Agent Systems (MAS) and associated algorithms for
heir behaviors, tasks, stability and performance issues have been
prime research area during the past few decades. Recent studies
ave proposed many control methods for multi-agent systems
escribed by ordinary differential equations (ODEs) (Chen et al.,
019; Khalili et al., 2018; Rezaee et al., 2021), to realize the
ontrol of each agent by obtaining global or local information.
owever, during the analysis of the actual situation, the multi-
gent system model should be described with a high-dimensional
DE system. When the number of agents is large enough, the
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high-dimensional ODE system can be converted to partial dif-
ferential equations (PDEs) (Chen et al., 2021; Freudenthaler &
Meurer, 2020; Pilloni et al., 2015). PDEs can be used to describe
flexible structures (He et al., 2020; Liu et al., 2021; Wang & Krstic,
2021), thermal and fluid dynamics (Espitia et al., 2021; Qi et al.,
2019), multi-agent systems (Frihauf & Krstic, 2011; Qi et al., 2015)
and so on. The PDE-based approach for multi-agent systems is
especially powerful when the number of agents is large, further
the PDE-based schemes have the advantages that not only can
they reduce a high-dimensional ODE system to a single PDE but
also can generate more diversified desirable formation manifolds.
In Wei et al. (2019), researchers studied the deployment of a
first-order multi-agent system over a desired smooth curve in the
3D space. However, this method neither considers the weight of
each agent to control nor simultaneously achieves high-precision
control of the formation effect.

In the actual deployment process of multi-agent systems,
agents also face interference from external factors or uncer-
tainties. In many cases, these uncertainties or disturbances are
unknown and nonlinear (He et al., 2018; Liu et al., 2018; Zhao
et al., 2021). Many intelligent control algorithms, such as neural
networks (NNs) (Zhao, He et al., 2023; Zhao, Zhang et al., 2023)
and fuzzy methods, have also been applied without knowing
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he upper bound of the disturbance. To compensate the defi-
iencies caused by the uncertainty of the interference term, NN
ethods (Kong et al., 2019; Krstic et al., 1995) were used to
pproximate the unknown interference, and an appropriate adap-
ation law was designed. To reduce the computational burden,
e used the single-parameter processing idea (Kam et al., 1986)
o estimate the ideal weight vector of each layer of the NN. By
stimating the square of the norm of the weight vector, we only
eed to design an adaptive law, which considerably reduces the
mount of calculation.
In modern industrial applications, the designed control scheme

s required to ensure not only the stability of the controlled sys-
em, but also proper control performance. The barrier Lyapunov
unction (BLF) is widely used to address these performance con-
traints (Liu et al., 2022, 2020; Zhao, Liu et al., 2023; Zhao et al.,
022). Various BLFs can be constructed to solve different con-
traint problems. Moreover, we can construct the corresponding
LF to solve the constraint problems of the PDE. The constraint
s constant and symmetrical, but cannot achieve precise per-
ormance constraints. In the present study, we addressed this
hortcoming. By appropriately designing the BLF, we can also
hange the upper and lower bounds and the symmetry of the
erformance constraints to improve accuracy.
In this paper, we consider a type of deployment control prob-

em for multi-agent systems. For this, we do not need to have
he information about the leader. Each agent can realize its cor-
esponding function within a limited time (Ren & Beard, 2008),
ut the individual agents are not unrelated. Each must deter-
ine its location through other respective locations, as proposed

n Li and Duan (2014). We propose a distributed control law for
ulti-agent systems that are modeled as a parabolic type PDE.
ecause an individual control input is added to each agent, the
eployment trajectory of each agent is different, and the control
oefficient of the agent at each location is different. Through
his design method, the functions realized by the system can be
ighly diverse, and the system can be deployed in different ways
ccording to different actual situations. In the proposed approach,
he BLF method is used to analyze the tracking performance of
he system, and the control law and adaptive laws of the system
re designed. We can apply this multi-agent closed-loop control
ystem to the deployment process of unmanned aerial vehicles
UAVs), where each drone needs not be shackled to the leader.
he UAV linkage system designed in this way has three obvious
dvantages. First, it is decentralized; that is, no individual is in
dominant position, and the disappearance or loss of kinetic

nergy of any individual does not affect the function of the group.
he second is autonomous control, that is, all individuals control
nly individual actions and observe the location of neighboring
ndividuals in real-time autonomous coordination. The third is
luster recovery; that is, when the cluster is disturbed by un-
nown external forces to change the structure and position of
he group, a new cluster organization is quickly and automatically
ormed, and the system remains stable.

In summary, this study deals with the problem of deploy-
ent for MASs in corresponding time and space, in which the
ystem is modeled by a parabolic PDE. Then we design an adap-
ive formation control scheme to render the deployed agents
ollowing an ideal trajectory. A radial basis function neural net-
ork structure is used to estimate parametric and nonparametric
ncertainties. The unknown parameter is estimated with the
ingle-parameter framework at the same time for reducing the
alculation amount of the entire process and increasing the cal-
ulation speed. Asymmetric performance constraints are imposed
n the tracking error of the system to ensure that each agent is
eployed in the required position.
The current paper differentiates from the existing body of

iterature from the points of (i) generalizing pointwise agent
2

dynamics using a PDE and postulating a PDE control law for the
individual agents and introducing the advantage of theoretically
unlimited agent number, which is a significant problem in swarm
systems; (ii) using a single-parameter based RBF neural network
to reduce the amount of calculation and improve the system’s
efficiency, and neural network support in the control law that is
explained in the Lyapunov sense.

The rest of this paper is organized as follows. The system
modeling and equivalent description are presented in Section 2.
Section 3 describes the design process of the adaptive NN control
scheme and stability analysis using the BLF. Section 4 discusses
the simulation results, and the concluding remarks are given in
Section 5.

Notations: For clarity, the notations of the partial derivatives
∂(∗)/∂t , ∂(∗)/∂x and ∂(∗)2/∂2x are replaced by (∗)t , (∗)x and (∗)xx,
respectively. The superscript ‘T’ is used for the transpose of a
vector. R denotes the set of all real numbers. We denote ∥ · ∥

the norm in the Euclidean space, and use the notation L2(0, l)
or the space of measurable squared integrable functions with the
orm ∥f ∥2

2 =
∫ l
0 f

2dx. L∞(0, l) represents the space of essentially
ounded functions and is endowed with the L∞ norm ∥f ∥2

∞
=

upx∈[0,l]f 2.

. System description

Multi-agent systems have a wide range of applications in
AV formation control. In military operations, UAV systems can
omplete combat tasks autonomously and intelligently. By ap-
roximating the model of the system and building the model on
he basis of the PDE, a distributed control input is applied to the
hole. By using this processing method, the entire UAV group can
perate in accordance with a predetermined formation trajectory.
The purpose of this study is to seek for a simple but effective

ontrol law to maintain N agents in the required formation. In
his study, we consider a typical agent motion equation (Ferrari-
recate et al., 2006), where the motion of the agent is controlled
y the position information of adjacent agents, defined by

i̇(t) =
zi+1(t) − 2zi(t) + zi−1(t)

h2 + biui(t) + f (zi(t)) (1)

here h is the distance between adjacent agents, defined by
=

l
N−1 , l is the distance occupied by all agents, and zi(t) i =

1, 2, . . . ,N is the position of each agent at different time instants.
ui(t) is the control input of each agent, and has different control
coefficients bi. f (zi(t)) is the unknown interference encountered
by each agent in the deployment process, and is related to the
position and speed of the agent with zi(t) = [zi(t) żi(t)]T . Through
mutual communication between neighboring agents, a variety of
deployment actions can be realized.

Remark 1. bi in (1) is peculiar to a certain agent and can
be used to solve the problem of agent heterogeneity. Different
agents have different qualities owing to their different functions,
and intuitively, their control weights are different. This unknown
parameter can also be used to handle the problem of partial
actuator failure. When a part of the actuator fails, it does not
affect the function of the entire MAS.

When the number of agents is large, the system (1) is approx-
imated by a parabolic equation:

zt (x, t) = zxx(x, t) + b(x)u(x, t) + f (z(x, t)) (2)

where x denotes the spatial location, and 0 < x < l. z(x, t)
is the position of the agent measured by the sensor, u(x, t) is
the control input of the system, and b(x) represents the control
coefficient, that is related to position x. f (z(x, t)) is the unknown
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s
n
i

mooth nonlinear function which contains both parametric and
onparametric uncertainties. Boundary condition of the system
s the Dirichlet case z(0, t) = z(l, t) = 0. This boundary condition
does not mean that the agents at both ends do not move. How-
ever, there are no actual agents at the boundaries, only virtual
agents. The system parameter b(x) is not available, therefore, we
can employ an adaptive control method to estimate the value of
b(x). η̂(x, t) is the dynamic compensation for 1

b(x) , and η̃(x, t) =

η̂(x, t) −
1

b(x) is the error of the estimation.

Assumption 1. For the multi-agent system (2), the communica-
tion topology between agents is undirected and connected.

Assumption 2. We assume that ∥f (z(x, t))∥2 is a continuous
function defined on a compact set U ⊂ R.

Remark 2. The parabolic equations are used to model multi-
agents in some studies (He, 2018; Wei et al., 2019) and can
achieve good control performance. However, the unknown sys-
tem parameter b(x)and model uncertainties are not taken into
account. From the model in (2), it is observed that the controllers
are imposed on every agent, which means that multiple actuators
and senors are needed.

To realize the compensation of the unknown function f (z(x, t)),
we use the separation of variables method to write it as a product
of a function of space and time,

f (z(x, t)) = g1(x) · g2(∥z(x, t)∥2)

with z(x, t) = [z(x, t) zt (x, t)]T , and an RBF-based NN framework
is employed. Because the RBF NN has good approximation ability,
it can be used to approximate unknown nonlinear functions. The
input/output relation of the RBF NN is given as

∥f (z(x, t))∥2 = ∥g1(x)∥2 · |g2(∥z(x, t)∥2)|

= G∗Th (∥z(x, t)∥2) + δ(t)
(3)

where ∥z(x, t)∥2 is the input of the network, m is the number
of network nodes, G∗

∈ Rm is the ideal constant weight vector,
and δ(t) is the approximation error of the network, with a bound
δ̄ = supt≥0 |δ(t)|. h(∥z(x, t)∥2) = [h1, h2, . . . , hm]T, which is in the
form of Gaussian functions defined by

hi = exp
(
−| ∥z(x, t)∥2 − ci|2/2d2i

)
, i = 1...m

where ci ∈ R is the center of the receptive field and di > 0 is the
width of the Gaussian function.

Remark 3. The proposed method in this study can increase
the computational burden when the number of network nodes
is large. Here, we do not estimate the unknown function, but
estimate its norm; therefore, we need to only introduce an
unknown parameter. Designing the controller according to this
single-parameter processing idea can reduce the computational
burden of the system and the communication burden of the
controller.

The control goal of the system is to allow each agent to be in
its ideal deployment position at different times. The ideal tracking
signal is considered as α(x, t), which is bounded by α(0, t) =

α(l, t) = 0. Therefore, the tracking error of the system output
signal is e(x, t) = z(x, t) − α(x, t), and e(0, t) = e(l, t) = 0. By
constraining the tracking error of the system, the deployment er-
ror of the multi-agent system can be reduced. Here, the following
performance function is introduced:

λ(x, t) = (λ − λ )e−kxt
+ λ
0 ∞ ∞

3

where k > 0 and λ0 > λ∞ > 0 are constants. The tracking error
satisfies the specified transient and steady-state performance
when the following constraints are satisfied:

−θ2λ(x, t) ≤ e(x, t) ≤ θ1λ(x, t)

where θ1, θ2 > 0 are adjustable constants. To facilitate the
subsequent analysis, we denote λa(x, t) = θ2λ(x, t), λb(x, t) =

θ1λ(x, t).
The following lemmas are used in the subsequent control

design and stability analysis.

Lemma 1 (Young’s Inequality). For any scalars w1 and w2 ∈ R, the
following inequality holds

w1w2 ≤ γw2
1 +

1
γ

w2
2 (4)

where γ is a positive constant.

Lemma 2 (Cauchy–Schwarz Inequality (Rahn, 2001)). For any
vectors u and v in the Euclidean space Rn with the standard inner
product, the following inequality holds

|uTv| ≤ ∥u∥∥v∥. (5)

3. Control design and stability analysis

The specific formation of the multi-agent system (2) is gov-
erned by a PDE that manages the space and time relations. By
designating control inputs in the domain for individual agents,
the position of the agent at x ∈ [0, l] is forced to the desired
formation objective α(x, t), and the tracking error e(x, t) remains
within the predefined performance function for all (x, t) ∈ [0, l]×
[0, ∞), even with unknown perturbations.

To achieve asymmetric constraints, we construct the following
BLF

Ξ =(1 − q(e)) ln
2λ2

a(x, t)
λ2
a(x, t) − e2(x, t)

+ q(e) ln
2λ2

b(x, t)
λ2
b(x, t) − e2(x, t)

(6)

where

q(e) =

{
1, e(x, t) > 0
0, e(x, t) ≤ 0

Let εa(x, t) = e(x, t)/λa(x, t), εb(x, t) = e(x, t)/λb(x, t), ε(x, t)
= (1−q)εa(x, t)+qεb(x, t). For the convenience of the subsequent
analysis, (6) is simplified to

Ξ = ln
2

1 − ε2(x, t)
(7)

To achieve the aforementioned formation control, we propose
the following NN-based adaptive control algorithm:

u(x, t) = −
E
Ξ

η̂(x, t)e(x, t) − η̂(x, t)[zxx(x, t) − αt (x, t)]

−Ξe(x, t)η̂(x, t)
ĜTh (∥z(x, t)∥2)

∥Ξe(x, t)∥2
− σ1η̂(x, t)Ξe(x, t)

−k1η̂(x, t)e(x, t)

(8)

where

∥Ξe(x, t)∥2 =

{
∥Ξe(x, t)∥2, ∥e(x, t)∥∞ > ρ0

∥Ξe(x, t)∥2
⏐⏐ , ∥e(x, t)∥∞ ≤ ρ0
t=t0
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Fig. 1. The flowchart of the proposed NN-based adaptive formation control scheme.
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ith parameter updating laws

ˆ t (x, t) = − σ2η̂(x, t) − σ2Ξe(x, t)(zxx(x, t) (9)

−αt (x, t) + Ee(x, t)) − σ2Ξe(x, t)2(k1

+σ1Ξ + Ξ
ĜTh (∥z(x, t)∥2)

∥Ξe(x, t)∥2
)

˙̂G = − σ3Ĝ + σ3∥Ξe(x, t)∥2h (∥z(x, t)∥2) (10)

where t0 = arg{∥e(x, t)∥∞ = ρ0}, ρ0 < min{θ1λ0, θ2λ0}, k1,
1, σ2, and σ3 are designed constants. E is defined by E =

(x, t)εt (x, t)/(1− ε2(x, t)), Ĝ is the estimates of the ideal weight
∗ (see Fig. 1).

emark 4. All the signals in the controller can be measured by
ensors or obtained by a backward difference algorithm. z(x, t)
represents the state of each agent obtained from optitrack motion
system capture and zxx(x, t) can be obtained by differencing the
values of zi−1(x, t), zi(x, t), and zi+1(x, t). It can be seen that the
topology between the agents is a chain-like topology.

The following theorem is used to analyze the deployment
performance of the multi-agent system.

Theorem 1. For the multi-agent system (2) with unknown in-
terference and control coefficients, the NN-based control (8) and
arameter updating laws (9) and (10) allow each agent to move
ccording to a predefined deployment plan and maintain the deploy-
ent error within a pre-defined open-loop bounds (−θ2λ0, θ1λ0) in

he whole time domain.

roof. To evaluate the stability of the closed-loop system with
he NN-based adaptive control law, we define the final Lyapunov
unction as

(t) = V1(t) + V2(t) (11)

here

1(t) =
1
2

∫ l

0
Ξe2(x, t)dx,

V2(t) =

∫ l

0

b(x)
2σ2

η̃2(x, t)dx +
1

2σ3
G̃TG̃

with η̃(x, t) = η̂(x, t) −
1 and G̃ = Ĝ − G∗.
b(x)

4

Differentiating V1(t) along the solutions of (2), then combining
8), (3), and Lemma 2, we can get

˙1(t) ≤

∫ l

0
Ξe(x, t)(1 − η̂(x, t)b(x))(zxx(x, t) − αt (x, t)

+ Ee(x, t))dx + ∥Ξe(x, t)∥2(G∗Th (∥z(x, t)∥2)

+ δ(x, t)) +

∫ 1

0
Ξe(x, t)2η̂(x, t)b(x)(k1 + Ξσ1

+ Ξ
ĜTh (∥z(x, t)∥2)

∥Ξe(x, t)∥2
)dx

(12)

Taking the derivative of V2(t) and combining the parameter
pdating laws (9) and (10) yields

˙2(t) = −

∫ l

0

b(x)
σ2

η̃(x, t)η̂t (x, t)dx −
1
σ3

G̃T ˙̂G

=

∫ l

0
b(x)Ξ η̃(x, t)e(x, t)(zxx(x, t) − αt (x, t)

+ Ee(x, t))dx +

∫ l

0
b(x)η̃(x, t)η̂(x, t)dx

+

∫ l

0
b(x)Ξ η̃(x, t)e2(x, t)[(σ1Ξ + k1

+ Ξ
ĜTh (∥z(x, t)∥2)

∥Ξe(x, t)∥2
)]dx + G̃TĜ

− ∥Ξe(x, t)∥2G̃Th (∥z(x, t)∥2)

(13)

Further, combining (12) and (13) and Lemma 1, one obtains

V̇ (t) ≤ − k1

∫ l

0
Ξe2(x, t)dx −

1
2
G̃TG̃

−
1
2

∫ l

0
b(x)η̃2(x, t)dx +

1
2

∫ l

0

1
b(x)

dx

+
1
2
G∗TG∗

+
1
σ1

δ̄2(t)

(14)

Let χ = min{2k1, σ2, σ3} and consider (11) and (14), we obtain

˙ (t) ≤ −χV (t) + ∆ (15)

where

∆ =
1
2

∫ l

0

1
b(x)

dx +
1
2
G∗TG∗

+
1
σ1

δ̄2(t)

Multiplying both sides of (15) by eχ t yields

V̇ (t)eχ t
+ χeχ tV (t) ≤ ∆eχ t (16)
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Fig. 3. Simulated responses of the UAV system with the proposed control.
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Then, integrating both sides of (16), we get

(t) ≤ e−χ t (V (0) −
∆

χ
) +

∆

χ
≤ V (0)e−χ t

+
∆

χ
(17)

Thus, we can conclude that V (t) is bounded, and further the
LF (6) is bounded. The tracking error e(x, t) remains within the
redefined performance function for all (x, t) ∈ [0, l] × [0, ∞).

The proof is finished.

Remark 5. The center ci and the width di of RBF are fixed arbi-
trarily. However, the above parameters can be chosen by adding
an off-line learning step to find different clusters of their centers
and widths such that the unknown smooth nonlinear function
that contains both parametric and nonparametric uncertainties
is better estimated. Another useful method to specify the center
is to randomly select a subset of the input patterns based on the
input range, and then the width can be determined according to
the data distribution in the region of the corresponding center.

Remark 6. In contrast to the constraint problem of ODE-governed
systems, the proposed PDE-based approach can constrain the dis-
tributed tracking error in a time-varying bound the constructed
BLF V1(t) in (11), that is, every agent can track a preset de-
ployment trajectory and maintain the deployment error within a
prescribed bound. Moreover, based on the PDE-based scheme, the
corresponding performance and the associated control scheme
for the individual agents can be obtained. This control design is
independent of the number of agents, provided this number is
large enough.

4. Simulation results

In this study, we use the finite difference method to simulate
the system performance with distributed control. The space and
time scales are selected by 1 m and 5 s, respectively. Dividing the
domain by a mesh of discrete points of x and t allows the finite
ifference method to solve numerical solutions to the PDE-based

ulti agent system.

5

Consider a multi-agent system with reference signal α(x, t) =

in(πx) cos(2π t). We assume that the unknown interference is set
s f (z(x, t)) = 0.1 sin(x)(

∫ 1
0 z2(x, t)+ z2t (x, t))dx. The control coef-

icient b(x) is chosen as exp(−x). The initial values of parameter
stimation scheme are set as η̂(x, 0) = 0. The initial condition
f the system is z(x, 0) = sin(πx). The constraint boundaries are
iven by λa = λb = 0.05e−0.5xt

+ 0.01. The adjustable control
gains are set as k1 = 12, ρ0 = 0.5, σ1 = 0.5, σ2 = 0.5, and
σ3 = 0.5. The utilized neural network has 5 nodes. Spreads and
the centers associated to the neural network are given as di = 1
and

c =
(
−6 −3 0 3 6

)
The simulation results are shown in Figs. 2–5. As depicted

by Fig. 2(a), the reference trajectory evolves spatiotemporally.
Fig. 2(b) shows the trajectory of the multi-agent system when
there is no control input. The state of the system finally tends
to a stable solution but cannot achieve the desired formation.
To deploy the multi-agent system according to the desired spa-
tiotemporal reference, we synthesize the control signal shown
in Fig. 3(a). Fig. 3(b) shows the deployment state of the MAS
after adding the control inputs. As seen from the figure, the
deployment state of the multi-agent system is quite close to the
ideal deployment state. Fig. 3(c) shows the tracking error of each
agent in the deployment process. After a short adjustment time,
the tracking error of the system is maintained within a certain
range that is uniformly bounded. The effect of the constraint is
different along the formation. To show the simulation results
more clearly, some numerical examples are shown in Figs. 4
and 5 at different positions. In Fig. 4, the positions at x = 0.4,
0.7, and 0.8 are selected and the corresponding agent states and
tracking errors are given. In Fig. 5, the states and tracking errors
of all agents at t = 2.5, 3.7, and 4.9 are selected and given,
respectively. It can be seen from these figures that the tracking
error of the system is constrained within a small bound. From
the simulation results, the trajectory tracking can be achieved
without violating the constraints for all individual agents and

over the entire simulation time scale.
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m

Fig. 4. Displacement and tracking error with reference signal α(x, t) at (a) x = 0.4 m, (b) x = 0.7 m, (c) x = 0.8 m.
Fig. 5. Displacement and tracking error with reference signal α(x, t) at (a) t = 2.5 s, (b) t = 3.7 s, and (c) t = 4.9 s.
Fig. 6. Simulated responses of the UAV system with reference signal β(x, t).
Fig. 7. Displacement and tracking error with reference signal β(x, t) at (a) x = 0.4 m, (b) x = 0.7 m, (c) x = 0.8 m.
To verify the validity in the 2D plane, we consider another
ulti-agent system with reference signal β(x, t) = sin(2πx)

cos(2π t) and assume that the unknown interference is also set
as f (z(x, t)) = 0.1 sin(x)(

∫ 1
0 z2(x, t) + z2t (x, t))dx. The rest of the

system parameters is the same as the above system with refer-
ence signal α(x, t). The simulation results are shown in Figs. 6–8.
By applying the method in Frihauf and Krstic (2011), we combine
two uncoupled systems to obtain a deployment on a 2D plane.
Each agent is represented by a hollow circle in figures, and the
6

total number of agents is 30. Fig. 9 shows the numerical example
of a 2-D multi-agent deployment the from initial curve to final
target curve.

5. Conclusion

This study mainly considers the deployment of multi-agent
systems with unknown perturbation and control factors. To
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Fig. 8. Displacement and tracking error with reference signal β(x, t) at (a) t = 2.5 s, (b) t = 3.7 s, and (c) t = 4.9 s.
Fig. 9. The evolution of the formation.
C

E

F

F

F

trengthen deployment capabilities of the entire multi-agent sys-
em and achieve more extensive functions, we apply the control
nputs to each agent. The control coefficients of each agent vary
ccording to contributions to the formation of the entire agent
ystem. For an individual agent in the control loop, the re-
orted formation algorithm requires communication with its
earest neighbors. In real circumstances, designers must consider
nknown interference and constraints, that are limited in the
racking error of the system, to achieve the smallest possible
racking effect. By adopting NN-based adaptive control design
nd BLF construction, we can solve this multi-agent deploy-
ent problem. The proposed adaptive method also applies to
ossible actuator failures. However, this method can only con-
train the tracking error to a small adjustable boundary, and the
symptotic regulation of the motion of the agent system will be
nvestigated. The problem of tracking control and constraints for

igh-dimensional multi-agent systems is also a future work.

7
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