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Abstract— Representation of knowledge within a neural
model is an active field of research involved with the
development of alternative structures, training algorithms,
learning modes and applications. Radial Basis Function Neural
Networks (RBFNNs) constitute an important part of the neural
networks research as the operating principle is to discover and
exploit similarities between an input vector and a feature
vector. In this paper, we consider nine architectures
comparatively in terms of learning performances. Levenberg-
Marquardt (LM) technique is coded for every individual
configuration and it is seen that the model with a linear part
augmentation performs better in terms of the final least mean
squared error level in almost all experiments. Furthermore,
according to the results, this model hardly gets trapped to the
local minima. Overall, this paper presents clear and concise
figures of comparison among 9 architectures and this
constitutes its major contribution.

I. INTRODUCTION

DUE to their feature based operating principle,

RBFNNs constitute a special class of neural network
architectures. Many different forms of these types of
networks have been studied in the past and many successful
applications have been reported. However, works
questioning the architectural varieties and associated
performance measures were of special value for researchers
and engineers practicing the approximation theory.

RBFNN have extensively been utilized for various
purposes in the past. For instance, in [1], analysis of speech
signals is studied with a recurrent RBFNN utilizing some
delayed value of the hidden layer vector as external inputs.
In [2], operational transconductance amplifier based
electronic circuit implementation of a RBFNN is discussed
and the standard architecture is considered with several
function approximation examples. Horne et al [3] and
Schilling et al [4] focus on issues of modeling nonlinear
systems, and it is reported in [5] that RBFNN structures
perform better than classical multilayer perceptron networks.
A comparison of RBFNN structures is presented in [6],
where Gaussian, raised cosine and multiquadric type basis
functions are taken into consideration. It is concluded in [6]
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that raised cosine functions are more preferable than the
others. Likewise, in [7], several alternatives of basis
functions are considered, yet in [8], it is emphasized that the
performance of the network is not strictly dependent upon
the choice of neuronal nonlinearity. Several alternatives for
basis functions are considered on a time series prediction
problem. Cheung, in [9], introduces the concept of scale
tuning in a recurrent RBFNN structure to balance the
different scales in inputs and outputs. Cosine RBFNN
structures are considered in [10] and the performance is
assessed on some benchmarking data sets. Normalized
Gaussian RBFNN are introduced by Bugmann, [11], where
the output of the network is a weighted sum having the
normalized values of hidden neuron outputs as weights. An
identification problem is elaborated in [12], where the
hidden layer evolves in time to improve performance. New
neurons are added to the network based upon an algorithm
of structural evolution. Lee et al [13] stress that if the map in
hand displays constant values for some subsets of the input
domain, conventional RBFNN approaches fail. As a remedy,
the difference of two sigmoidal functions is proposed and
the analysis of the improved performance is presented.
Leonard et al [14], introduce a validity index concept to
increase the extrapolation performance of RBFNNs, Ghosh
and Nag present a comparison of RBFNNs with some
immediate practical implications such as size selection,
training method and so on, [15].

As seen from the above discussion, work towards
improving the mapping performance of RBFNN is an active
research involved generally with modifications in the
nonlinearity that the hidden layer possesses. In this paper,
our motivation is to figure out whether the structure changes
play some considerable role in the final map to be realized.
Since the RBFNN setting of knowledge representation is
similar to support vector machines, [16], and fuzzy systems,
[17], results applying this class of an approximator might
have a potential applicability in the aforementioned tools
originating from different viewpoints. To our best
knowledge, no such study is reported for comparison of
variations to this extent, and this is the originality and the
contribution of the current paper.

II. ARCHITECTURAL VARIANTS OF RBFNNS

Although there are many alternatives, the RBFNN structures
considered in this section utilize Gaussian basis functions
due to their widespread use. The variable convention for the
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studied network architectures is described in Table 1, where
a superscript k indicates the discrete time index.

A. Standard RBFNN Model

The structure of the model is depicted in Fig. 1(a). The
output of the model is computed by (1), where the feature
vector is comprised of the centers of the radial basis
functions and every hidden neuron has its own spread
(variance) parameter as seen in (2).
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B. Extended RBFNN Model: Ellipsoid Basis Functions

The extended standard model assigns individual spread
parameters to every radial basis function resulting in
ellipsoid contours in the input space. The architecture of the
network is as seen in Fig. 1(a) and the computation of the
output value is the same as the standard model (See (1)).
The hidden layer outputs are computed according to (3),
where the chosen basis functions are Gaussians as described
in (4).
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C. Recurrent RBFNN: Feedback Connections Only in the
Hidden Layer

The first type of recurrent RBF neural network model
provides the past output of the neurons in the hidden layer
back to itself. This is shown in Fig. 1(b). The output of
every neuron and the network output are computed as given
in (5) and (1) respectively. Clearly, this model exploits the
strength of memory use in the feature space characterized by
the neurons in the hidden layer.
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D. Recurrent RBFNN: Feedback Connection from
Network Output to Network Input

This type of recurrent model is depicted in Fig. 1(c),
where the past value of the network response is fed back to
the network as an input signal so that the RBFNN gains the
ability of responding according to the past output. The
output of a neuron in the hidden layer is computed by (6)
and the network output is computed through (1).
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E. Context Layered RBFNN Structure

In this structure, R
~ neurons form a context layer, which

provides extra information to the hidden layer of the
network. The output of a neuron in the context layer is
computed by (7), where a basis function in the context layer
is described in (8) and the expression for computing the
output of a neuron in the hidden layer is given by (9).

� �� �� m
j

k
jji

k
i uo 1 ,

~~ � , Ri
~

,,2,1 �� (7)

TABLE I
NOMENCLATURE

Symbol Meaning

k� Output of the RBF network at time k

k
iy Output weight of the neuron i at time k

k
io � �k

io~
Output of the neuron i in the hidden layer
(context layer) at time k

k
jic , � �k

jic ,
~ Center of i-th basis function quantifying j-

th input for the hidden layer (context layer)
k

ji,� � �k
ji,

~� Spread of i-th basis function qualifying j-th
input for the hidden layer (context layer)

� �k
jji u,� � �� �k

jji u,
~� i-th radial basis function quantifying j-th

input for the hidden layer (context layer)

R � �R
~ Number of RBF neurons in the hidden layer

(context layer)

m Number of external inputs (See Figure 1)

TABLE II
ADJUSTABLE PARAMETERS AND THE NUMBER OF ADJUSTABLE

PARAMETERS FOR EACH MODEL

Section Adjustable Parameters #of
Adjustables
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F. Recurrent RBFNN: Feedback Connection from One
Neuron in the Hidden Layer to All Others

A slightly extended form of the recurrent architecture shown
in Fig. 1(b) is illustrated in Fig. 1(e), where the hidden
neurons communicate with each other. As seen from the
figure, a neuron in the hidden layer provides information to
all other hidden neurons except itself. The output of a
hidden neuron is computed according to (10) and the
network output is computed by (1).
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G. Recurrent RBFNN: Hidden Layer Output is Fully Fed
Back

The structure of the network is depicted in Fig. 1(f), where
the hidden neurons communicate with each other. As seen
from the figure, hidden layer output is fully fed back. The
output of a hidden neuron is computed according to (11) and
the network output is computed by (1).
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H. RBF Network with Linear Part Augmentation

This type of network architecture separates the map being
approximated into linear and nonlinear components to be
realized individually by a linear part and a classical RBF
network, respectively. The structure of the network realizing
the nonlinear part is depicted in Fig. 1(a), where the output
of the hidden neurons is computed by (3) and that of the
entire network is computed by (12). Clearly, such a setting
considers the linear terms in the Taylor expansion of a map
described indirectly by the data separately and is therefore
capable of realizing the deviations from a linear behavior.

1, 011 ��� �� ��
kR

i
k
i

k
i

m
j

k
j

k
j

k uoyur� (12)

I. RBF Network with Functional Weights

As in the case with Takagi-Sugeno type fuzzy systems, we
adopt linear functions of the input variables as the weighting
entities, and end up with the representation in (13)
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where rijs are the adjustable parameters of the weighting
polynomials.

III. LEVENBERG-MARQUARDT TRANINING ALGORITHM

Since the algorithm is fast and applicable to all structures
discussed in Section II, we choose LM algorithm as the
tuning scheme for parameter optimization. The LM
algorithm is an approximation to the Newton’s method, and
both of them have been designed to solve the nonlinear least
squares problem [18]. Consider a neural network having K
outputs, and N adjustable parameters denoted by the vector
�. If there are P data points (or patterns) over which the
interpolation is to be performed, a cost function qualifying
the performance of the interpolation can be given as
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the jth output of the structure in response to the ith pattern,

and k
jid is the corresponding target entry. The parameter

update prescribed by Newton’s algorithm is given as
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and the Jacobian as given in (14) and (15) respectively, the
Gauss-Newton algorithm can be formulated as
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a scalar design parameter. Clearly, the LM technique
improves the rank deficiency problem of the matrix
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Fig. 1: RBF Network Architectures
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Contrary to what is postulated in the case of error
backpropagation (gradient descent), the framework of LM
optimization technique utilizes the second order partial
derivatives of the cost measure, and therefore extracts better
path towards the goal in the adjustable parameter space. The
cost of this is the computational burden primarily due to the
matrix inversion taking place at each epoch.
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IV. PROCESS MODELS

A. Bioreactor Benchmark Problem

Bioreactor benchmark problem is considered for testing
the performance of RBFNN models studied in this paper.
The process is valuable as its dynamics consists of coupled
and nonlinear differential equations, which display a rich set
of behaviors containing limit cycles, attractors and repellers.
The bioreactor is a tank containing a mixture of water,
biological cells and nutrients. The tank is fed by an inflow
rate (wk#[0,2]) and the same amount of mixture is removed
from the tank, so that the reaction volume is kept constant.
Though characterized by few state variables, the process is a
good test bed for benchmarking the performance of
numerical data based models. The state of the process is the
amount of cells denoted by c1

k#[0,1] and the amount of
nutrients denoted by c2

k#[0,1]. The two difference equations
obtained after the discretization of the continuous time
process are given in (16)-(17), where $=0.48and %�= 0.02
are the nutrient inhibition parameter the growth rate
parameter, respectively, [19-20].
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In above, &=0.01sec. is the discretization period. The

performance of a RBFNN structures is evaluated in
predicting the cell mass ( kc1 ) under various operating

conditions. An initial condition is chosen randomly and
(16)-(17) are executed for 50 discrete time instants. This
operation is repeated for 50 different initial conditions
yielding a total of 2500 training samples. A similar strategy
is followed for generating the validation data set containing
750 samples. The input vector of the network contains

kkk wcc ,, 21 and the auxiliary variables if any (See Fig. 1).

B. A Model Studied by Narendra and Parthasarathy, [21]

Although the bioreactor benchmark problem displays a quite
rich set of dynamical properties, due to the discretization in
(16)-(17), the network is guided dominantly by the previous
response of the variable being predicted. For very small &,
this becomes more apparent in (16)-(17). We therefore
perform the tests on two different models reported by many
research studies. The model considered in [21] is given in
(18). The training data is generated exactly as explained
above. The input vector of the network contains kk wc ,1 and

the auxiliary variables if any (See Fig. 1). This model is a
good candidate to investigate learning of nonlinearities
influencing the behavior dominantly in a discrete map.
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For this model, the operating range is chosen as c1
k#[-1,1]

and wk#[-1,1].

V. MODELING RESULTS

During the performance comparison phase, we have
chosen R = 5, i.e. 5 hidden neurons for each RBFNN
structure and C = 2 for the model assuming the context
layer. This is deliberate as we wish to compare the
performance of small sized networks, which are generally
more preferable than those introducing computational
intensity for better performance. Although one may follow a
structural optimization procedure to find out the best
network configuration, the goal here is to present a
comparison between networks that are fairly compact for
real time applications. Initially, the parameters of all
RBFNN structures are assigned to small random numbers.

The models introduced in Section II are executed 100
times and the final Mean Squared Error (MSE) is recorded
for each trial and this array is sorted so that a conclusion can
be drawn from the distribution seen by the facet with Exp.
Number as the horizontal axis (See Fig. 2). The type of the
RBFNN structure is coded by the subsection number in
Section II and the logarithm of the final MSE levels for all
100 experiments are plotted for each RBFNN structure. The
data used during the training contain noisy samples where
the noise sequences are uniformly distributed signals from
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the interval ±0.01. The results for both processes are
depicted in Fig. 2.

According to the results seen in the top subplot of Fig. 2,
we infer that all models find the achievable minimum of the
cost function but the model in Subsection II-H is the most
successful one whereas the model in Subsection II-C is the
least successful in terms of the trends. Looking at Fig. 2(a),
we interpret the curves as follows: RBFNN model in
Subsection II-H finds the global minimum in all 100
experiments while the model in Subsection II-C generally
fails but finds a good value for few of the 100 experiments.
The distribution for the other methods is interpreted in the
same manner. According to the results obtained with
bioreactor benchmark problem, the experiments with best
performance values indicate almost indistinguishable final
MSE value seen on the front facet. On the other hand, the
results obtained with the model in (18) let us have the same
best and worst RBFNN structures with an emphasis that the
RBFNN in Subsection II-B is in the top three and the model
in Subsection II-I is in the worst three in both cases.

In Figs. 3 and 4, we illustrate the generalization
performance observed with the use of model introduces in
Subsection II-H. In the left column of the figures, the results
in the time domain are presented. The top left subplots
illustrate the desired values together with the response of the
neural network. Since the two trends are close to each other,
the discrepancy between them is illustrated in the bottom left
subplots. Similarly, the evolution of the MSE level is
depicted in the top right subplot, which indicates the trend
during training. The bottom right subplot gives the trend of
the checking MSE level which is used for stopping the
training. According to the presented figures, clearly the
predictions are very accurate for the unseen data. This
particularly demonstrates the usefulness of the mentioned
approach and together with the statistical facts presented in
Fig. 2(a) and (b), one infers that a model with these settings
will converge quickly and it will provide good
generalization of the presented training data.

VI. CONCLUSIONS

This paper presents nine structural variants of RBFNNs in
predicting the behavior of nonlinear processes. Many
experiments have been carried out to unfold the convergence
properties with each approach statistically and these are
presented graphically. It is seen that the model separating
the linear part of the process is the best performing approach
(Subsection II-I). The model considered in Subsection II-B,
which is the extended standard model, performs satisfactory
in both cases. When the poor ones are taken into
consideration, the model providing the past value of the
hidden layer outputs to the hidden layer itself (Fig. 1(b),
Subsection II-C) yields the worst results in both cases and
the model introduced in Subsection II-I is within the worst
three of the considered models for both processes. Although
we make no claim that the deduced results will necessarily
extend to other problems, it is seen that the studied problems
are good test beds for distinguishing the learning and

generalization performances of considered RBFNN
structures which may assume many different structural
configurations influencing the performance substantially.

Furthermore, the final values of the MSE levels are now
different as seen from the front facet of the box on the right.
For this case the model in Subsection II-E is not counted as
a good model as it is more likely to get trapped to the local
minima than those yielding higher MSE levels. This is clear
in Fig. 2(b).
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