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Model Selection

• How do we pick the right model class?

• Similar questions

– How do I pick magic hyper-parameters?

– How do I do feature selection?
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Errors

• Expected Loss/Error

• Training Loss/Error 

• Validation Loss/Error

• Test Loss/Error

• Reporting Training Error (instead of Test) is 

CHEATING

• Optimizing parameters on Test Error is CHEATING
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Typical Behavior
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Overfitting

• Overfitting: a learning algorithm overfits the training 

data if it outputs a solution w when there exists 

another solution w’ such that:

10(C) Dhruv Batra Slide Credit: Carlos Guestrin



Error Decomposition
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Error Decomposition

• Approximation/Modeling Error

– You approximated reality with model

• Estimation Error

– You tried to learn model with finite data

• Optimization Error

– You were lazy and couldn’t/didn’t optimize to completion
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Bias-Variance Tradeoff

• Bias: difference between what you expect to learn 

and truth

– Measures how well you expect to represent true solution

– Decreases with more complex model 

• Variance: difference between what you expect to 

learn and what you learn from a from a particular 

dataset 

– Measures how sensitive learner is to specific dataset

– Increases with more complex model
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Debugging Machine Learning

• My algorithm doesn’t work

– High test error

• What should I do?

– More training data

– Smaller set of features

– Larger set of features

– Lower regularization

– Higher regularization
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