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Abstract

One of the most difficult challenges in radio access network slicing occurs in the connection

establishment phase where multiple devices use a common random access channel in order to gain access

to the network. It is now very well known that random access channel congestion is a serious issue in

case of sporadic arrival of machine-to-machine nodes and may result in a significant delay for all nodes.

Hence, random access channel resources are also needed to be allocated to different services to enable

random access network slicing. In the random access channel procedure, the nodes transmit a selected

preamble from a predefined set of preambles. If multiple nodes transmit the same preamble at the same

random access channel opportunity, a collision occurs at the eNodeB. To isolate the one service class

from others during this phase, one approach is to allocate different preamble subsets to different service

classes. This research proposes an adaptive preamble subset allocation method using deep reinforcement

learning. The proposed method can distribute preambles to different service classes according to their

priority providing virtual isolation for service classes. The results indicate that the proposed mechanism

can quickly adapt the preamble allocation according to the changing traffic demands of service classes.

Index Terms

Deep Reinforcement Learning, Preamble Allocation, Network Slicing, 5G, RAN, M2M
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I. INTRODUCTION

Internet of Things (IoT) is becoming more widespread in a wide range of usage areas such as

smart grids, personal communications, controlling traffic flow on roads, smart driving, and smart

healthcare [1]. It was recently reported that a total of 75 billion IoT devices are expected to be

in operation globally by 2025 [2]. Communication among these IoT devices is named machine-

to-machine (M2M) communication and the connections resulting from M2M communication are

expected to be more than half of the global connected devices and connections by 2022 [3].

Hence, M2M communication is one of the main drivers of the evolution from 4G to 5G. While

nearly half of these connections have resulted from home applications, the number of connections

resulting from connected work and connected cities applications is showing an increasing trend

in recent years.

M2M communication is the main driver of fully-automated production lines and connected

cities. It has different characteristics than human-to-human communication (H2H) who has been

the main driver of Long-Term Evolution (LTE). In H2H, most of the traffic is carried on the

downlink, sessions are longer and less frequent. On the other hand, M2M devices mostly utilize

the uplink and sessions are shorter and more frequent. For example, a smart meter may wake

up, send its data, and then immediately go back to sleep, thus, just for a short data transmission,

an uplink physical resource allocation request has to be made. In short, these devices generally

require low bandwidth, however, due to the large number of them and their wake-up nature, the

up-link physical resource allocation for them are quite different from H2H [4].

5G has not only pledged to provide services for H2H and M2M communication but it promised

more, yet, up-to LTE it was sufficient. Therefore, LTE and 3G generally divided the service

characteristics into two as M2M and H2H. However, with the 5G concept at least 3 but up to

5 different service characteristics are defined [5], [6]. The priorities of these service types may

differ from each other. For example, while a remote surgery service should have the highest
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priority since it must be ultra reliable and must provide ultra low latency [7], an IoT service

that collects sensor data can have the lowest priority in a network. Thus, the increasing number

of devices and services with changing characteristics cause us to review the bottlenecks of the

communication.

One of the bottlenecks in Radio Access Network (RAN) communication is the Physical

Random Access Channel (PRACH) allocation procedure [8]. This RACH opportunity period

is called Random Access Opportunity (RAO) and the whole procedure is maintained by base

stations. The limited number of orthogonal distinguishable signals (preambles) arise the need

of dynamic distribution of them to the services. In both LTE and 5G, there are 54 PRACH

preambles each one selected by devices randomly and transmitted for channel allocation requests.

If multiple nodes transmit the same preamble at the same RAO, a collision occurs at the base

station. To isolate one service class from others during this phase, one approach is to divide

RACH resources to different service classes. Static allocation of those resources, however, may

result in inefficiencies when the traffic generated by each service changes significantly over time.

For example, in the event of a power outage and restore, all IoT devices in the network may

try to reconnect to the network at the same time since they wake up at the same time. There

may also be temporary dense networks, such as networks of thousands of spectators gathered in

a stadium for a football match [9], [10]. Moreover, since 5G requires more heterogeneous and

smaller cells, the number of users in each cell could vary greatly and dynamically due to user

mobility [11]. All these example scenarios highlight the need for dynamic allocation mechanism

for up-link resources, since the contention on resources may cause delays and collisions. Hence,

slicing the resource into dynamic groups is more suitable to be able to keep the delay and

collision probabilities around the desired levels.

Dynamic slicing of resources of the RACH preambles is a challenging problem since the

eNodeB has limited information about the number of nodes waiting for different services.

Previous studies on service differentiation in the RACH context either focused on heuristics
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methods or analytical models. This research focuses on a reinforcement learning (RL) approach

for this complex and dynamic problem. RL methods have the advantage of being able to operate

without exact system models. RL-based approaches have become very attractive for solving

problems in networking and communication due to their very characteristics such as autonomous

decision making and obtaining the best policy with the minimum information for network entities

[12]. Moreover, it is stated in the literature [13] that DRL-based network resource allocation

schemes outperform conventional resource allocation schemes. Also, they have the ability to

adapt to changes in an environment and to give a suitable action automatically with the help of

their reward mechanism [14]. Furthermore, where a large amount of data may not be available

to train complex deep learning models, RL might provide a practical solution by learning from

a network environment [15]. These features make RL very attractive for dynamic preamble

allocation and suitable for changing service requirements over time. Therefore, in this study, the

use of reinforcement learning for automatically RAN slicing is investigated.

An adaptive preamble subset allocation method is proposed in this research using deep

reinforcement learning (DRL) in order to increase QoS by preserving the balance between

service types such that the PRACH could be shared with respect to priorities of services and

traffic in the network. The proposed method can distribute preambles to different service classes

according to their priority providing virtual isolation of service classes. The results indicate that

the proposed mechanism can adapt the preamble allocation according to the changing traffic

demands of service classes quickly. Besides, several reward functions are proposed for the RL

algorithm and mathematically analyze the behavior of these functions. Simulations indicate that

the behavior of the proposed RL mechanism closely follows the proposed mathematical analyses.

The contribution of this current study could be summarized as follows:

• DRL is proposed in order to solve the preamble allocation problem in 5G. To the best of our

knowledge, this is the first study in the literature that explores the use of DRL for allocating

preambles dynamically based on the priorities of services, and traffic in the network.
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• The proposed method is evaluated thoroughly on varying simulated networks where traffic

could increase or decrease suddenly or constantly. Since at least three services are defined

in 5G and this number could increase up to 5 services [6], network scenarios with 2, 3, 5

slices are considered in the experiments. Please note that, evaluations are generally carried

out for 2 or 3 slices in the literature, however 5 slices are also taken into account here.

• The experimental results show that the proposed approach successfully allocates preambles

dynamically and improves the access probability of slices to the PRACH based on their

priority levels. Moreover, it can adapt very quickly to changes in the network. The proposed

approach is compared with a recent approach [16] in the literature and shown to produce

results comparable to [16].

• Three reward functions, namely Successful Preambles Reward Function (SRF), Proportional

Reward Function (PRF) and Collision Penalizing Reward (CRF) are proposed for the

reinforcement learning and mathematically analyzed. CRF has been shown to be the most

successful, since it penalizes collisions.

The rest of the paper is organized in the following manner. In Section 2, related work is

introduced. The system model is given in Section 3. In Section 4, RL-based preamble grouping

is explained. The analysis of the proposed 3 reward functions of RL is carried out in Section 5.

The evaluation and results are discussed in Section 6. The discussion on results, limitations and

possible future work is given in Section 7. Finally, Section 8 is devoted to concluding remarks.

II. RELATED WORK

In this section, studies on RACH congestion control, reinforcement learning in wireless

networks and RAN slicing in the literature are reviewed.

The most well known proposed congestion control technique, Access Class Barring (ACB),

prevents user equipment (UE) to access RACH resources when there is congestion in the network.

The eNodeB periodically distributes a probability factor and barring time. Then, the UEs select
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a random number. If the selected random number is lower than the probability factor, the UE is

permitted to access RACH resources. Otherwise, UE waits a random amount of time based on

the barring time distributed by the eNodeB.

Since ACB does not consider multiple service classes, Extended Access Barring (EAB) is

proposed as an extension of ACB for service differentiation among different M2M devices.

In this scheme, the main aim is to reduce the number of collisions among delay-tolerant M2M

devices, so generally, the delay is higher than ACB [17]. There are also few studies to incorporate

service differentiation into random access channel by distributing multiple barring factors to

different service classes in combination with different techniques [18], [19], [20]. While the

study in [18] bases their strategy on three (low, medium and high) ACB factors and names it

multiple ACB (MACB), the authors in [19] proposes a method for delay-sensitive devices by

combining ACB and RACH partitioning. Moreover, they assert the work in [18] does not realize

partition of RACH and it ignores the quality of delay-tolerant devices. Another multiple ACB

method [20] introduces a priority-based access class barring (PACB) algorithm that performs

higher throughput when compared to MACB and some other relevant techniques.

There are also a limited number of studies proposing to prioritize RACH access through

preamble separation [21], [22], [23], [24]. Most of these studies propose a fixed preamble

separation configuration which divides the preambles into two groups. For example, the total set

of preambles are divided into two groups in [21], [23], one group is exclusively reserved for H2H

devices and the other group is either reserved for M2M or can be used by both M2M and H2H

devices. The authors in [24] proposed to partition the preambles into 3 groups by introducing a

higher priority traffic type for the smart grid. However, the groupings are not adaptive. Another

static approach where PRACH slots are assigned to different service classes is also proposed

in [22]. The issue with these works is that the preamble groupings are static which may be

inadequate to respond to changes in the traffic of different service classes.

There are few studies that investigate the use of dynamic preamble subset allocation in the
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literature [6][25][16]. The main difference between the approach in [6] and this research is

that the authors use heuristic algorithms for subset allocation whereas reinforcement learning is

used in this research. Besides they consider a setup where nodes transmit multiple consecutive

preambles whereas this research considers single preamble transmission as in the LTE standard.

Another dynamic preamble separation method which is combined with binary exponential back-

off with respect to three different priority classes is proposed in [26]. A load adaptive dynamic

preamble allocation method called LATMAPA [25] is proposed for prioritizing in the context of

5G Random Access. However, it proposes a solution for only 2 slices which are delay tolerant

and delay intolerant.

Very recently, an online control method for dynamic preamble distribution over prioritized

preamble groups is proposed in [16]. At first, the number of active devices in each priority is

estimated in a recursive Bayesian way. Then, together with this estimation, a heuristic novel

algorithm that distributes the preambles over the service groups with respect to their priority

levels in a dynamic manner is applied. Finally, they extend their approach with ACB. In terms

of separating the preambles and prioritizing the services, [16] shows similarity to the proposed

approach in this current study. For example, while they classify the devices into different priorities

by assigning priority weights, priority coefficients are employed in this study. Furthermore, both

studies support any number of services. Therefore, the approach in this current study is compared

with mentioned approach by using a scenario given in [16]. Moreover, the ideal algorithm given

as the baseline in [16] is used in the experiments.

RL-based approaches have recently been proposed for several problems in radio access net-

works. In general, these works are focused on optimizing the allocation of resources and in-

creasing the quality of service (QoS). One relevant study on RACH proposes ACB barring rate

adaptation using Q-learning to increase the success probability of M2M communications with low

impact on H2H communication [27]. Another study employs RL to optimize the joint allocation

of fiber and radio resources for Cloud RANs. The authors note that RL improves performance
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with respect to genetic and tabu search algorithms [28]. There are also several studies about

mobile edge computing (MEC) to optimize the allocation of network and computing resources

[29], [30], [31]. The study in [29] proposes a DRL solution to allocate the networking resources

adaptively to reduce service time for users under the diversified MEC environment. The authors

in [30] exploit Deep Q-Network (DQN) in order to solve computational offloading problem in

multi-user MEC systems and to avoid the curse of dimensionality. A similar work [31] focuses

vehicle-assisted computational offloading using DQN in a similar manner. Another application

of RL is to improve the energy efficiency of heterogeneous networks through user scheduling

and resource allocation [32].

A DRL-based random access optimization method is proposed in [33] in order to dynamically

adjust the ACB parameter. The prioritization is addressed using different ACB parameters for

service types, however, only three types are sampled. Furthermore, the types are assumed to have

default traffic characteristics. Hence, the diversity of service types and flexible characteristics

of traffic are not addressed in [33]. To the best of our knowledge, RL has not been applied

to the problem of preamble subset allocation for network slicing. The advantage of using RL

with respect to approaches based on heuristic methods is that there is no assumption on the

traffic model in RL. RL can learn to maximize channel performance regardless of the traffic

distribution.

Network slicing is also gaining popularity as a key enabler technology for the 5G vision and

RAN slicing is one of its main components. The main aim of RAN slicing is to enable dynamic

on-demand allocation of radio resources among multiple services. A run time slicing method

that isolates RAN slices and a set of algorithms in order to partition inter-slice resources are pro-

posed in [34]. Another RAN slicing method allocates radio resources between enhanced mobile

broadband and vehicle-to-everything services using RL combined with a heuristic algorithm to

maximize utilization [35]. A two-layer scheduler approach is proposed in [36] in order to manage

balance between isolation and efficiency, where the first layer is used to allocate resources to
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each slice and the second one is used to allocate resources for each user. Another RL-based slice

admission controller which makes its decisions based on resource availability is also proposed

in [37].

III. SYSTEM MODEL

In a typical LTE configuration, 64 preambles are used in the random access procedure. While

10 preambles are reserved for contention-free access, 54 preambles are allocated for contention-

based access [38]. Hence, it is assumed that the total number of available preambles is 54 and it

is assumed that a system where there are N slices with different service requirements. Therefore,

54 preambles used in the random access procedure are divided into N different groups. Each

preamble group is assigned to a slice and a UE is only allowed to select a preamble from the

group of its service class. Hence, each slice is isolated from the rest of the slices in the sense

that the preamble transmitted by a UE can only collide with the other UEs in the same slice.

There are studies in the literature that aim to model and analyze the PRACH considering the

factors like path loss, low transmission power of nodes, deafness of nodes [39], [40], [41]. In

this research, these factors are ignored and the system is assumed to have an ideal channel where

preambles losses only occur due to collisions.

In the model, in each RAO, the nodes which have been collided will remain backlogged in the

system and will attempt to transmit a new preamble in the next round. The preamble groupings

are adaptive and it is assumed that these groupings are announced by the eNodeB before each

RAO. Hence, the backlogged nodes will respect the new preamble groupings announced by the

eNodeB in the next round. As well as the backlogged nodes, newly arriving nodes will also be

attempting to transmit in the next slot.

The notations used throughout this study and how they are calculated are listed in Table I.

Here, M represents the total available contention based PRACH orthogonal distinguishable signal

(preamble) count in each RAO period (54). N shows the number of slices in the network. W is
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the maximum number of allowed preamble transmission attempts, if it is reached, the preamble

requests are removed from the backlog and evaluated as dropped. mj represents the number of

preambles reserved for slice j and it is announced by eNodeB periodically. At the end of each

RAO period, the contention on the PRACH is resolved, and the number of collided preambles for

slice j (cj), number of successful preambles for slice j (sj) and number of unused preambles for

slice j (uj) are obtained in that period. These values with priority coefficients (kj) are used in the

reward functions, hence the reward value for slice j (rj) could be calculated. nj here represents

the number new arrival preamble requests for slice j. nj values are determined for each scenario

in testing and these requests are added to the testing backlogs (btj) in every RAO period (10ms).

On the other hand, nj values are randomly generated in training and, the requests are added

to the training backlogs (btrj ). Finally, λj , which is widely used in the literature, represents the

normalized arrival rate for slice j.

A sample RAO is shown in Fig. 1. In the figure, the eNodeB has announced that 9 preambles

are reserved for slice-1, 12 preambles are reserved for slice-2, etc. There were 22 UEs transmitted

a preamble from slice-1 and four of them became successful as they are the ones that did not

experience a preamble collision. Hence, the number of backlogged UEs is reduced to 18 after

the RAO. Slicing the preamble resources to services given in Fig. 1 as an example can be called

as preamble grouping.

IV. REINFORCEMENT LEARNING BASED PREAMBLE GROUPING

In recent years, there has been a tremendous increase in the use of deep reinforcement learning

in order to solve highly-complex problems. Here, it is used for the adaptive selection of the

preamble groups. In the following parts, the proposed RL-based preamble grouping technique is

explained in detail. Firstly, the focused problem in this research is formulated in the RL context

and, then, the RL algorithm that is used to solve the problem at hand is described. Further, the

training procedure used in the system model is clarified.
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Fig. 1: RACH Process of eNodeB Simulator

Notation Explanation Value Formula

M Total number of available preambles for contention-based RACH 54 -

N Number of slices in the available system model - -

W Maximum number of allowed preamble transmission attempt 10 -

mj Number of preambles reserved to slice j for the RAO - -

cj Number of collided preambles in the RAO period for slice j - -

sj Number of successful preambles in the RAO period for slice j - -

uj Number of unused preambles in the RAO period for slice j - mj − cj − sj

nj Number of new arrival preamble requests in the RAO period for slice j - -

btrj Number of backlogged preamble requests waiting for the next RAO period for slice j used in the training - -

btj Number of backlogged preamble requests waiting for the next RAO period for slice j used in the testing - -

bj Number of backlogged nodes waiting for the next RAO period for slice j - -

λj Normalized arrival rate for slice j - λj = nj/M

kj Reward or priority coefficient for successful transmission of a preamble request for slice j j -

rj Collected reward value in a RAO period for slice j -
sjkj − cj for CRF
kj

sj
mj−uj

for PRF

TABLE I: Notations
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A. Problem Representation

In the RL context, the agent takes actions according to its policy to interact with the envi-

ronment. The policy is a function that maps the environment’s state into agent’s actions. As a

result of the actions, the environment returns a reward and the state of the environment changes.

Observing this new state, the agent chooses a new action and the interaction goes on. During

this interaction, the agent refines its policy based on the collected rewards to reach an optimal

policy that maximizes the expected cumulative reward.

In this problem, the learning agent is the eNodeB and the action in RL corresponds to the

preamble groupings for each slice. More specifically, the eNodeB decides on the number of

preambles for each slice such that their sum will be 54. Before each random access opportunity,

the groupings is distributed in System Information Grouping (SIB) along with other RACH

parameters. The grouping information includes slice id, the number of preambles reserved for

this slice and the first preamble index of the group. The environment is the random access

channel where a number of UEs are waiting to transmit a preamble. Based on the announced

preamble groupings, each UE transmits one of the preambles from their respective preamble

group. Each node randomly selects its preamble and the number of UEs transmitting is not

known to the eNodeB. Moreover, the number of UEs waiting to transmit a preamble changes as

new UEs arrive at the channel over time. Hence, the environment is stochastic.

B. Training

Fig. 2 illustrates the interaction between the agent and the simulation environment. There are

two neural networks in policy optimization based DRL. The policy network plays the actor role

and produces the action space to the environment. Meanwhile, the value network produces state

values by assigning each state a score calculated using the sum of rewards and the state of the

previous round so that the states with higher rewards have more value in the network. Actions

which results in a better state is preferred since it produces a higher reward.
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Here, a scenario where the eNodeB policy is trained offline but tested with actual traffic after

deployment is assumed. RL algorithms start by exploring the action space. At the initial state, the

first actions are mostly random. Moreover, their initial behavior may be very far from optimum.

Hence, RL algorithms take a considerable amount of time in order to converge, especially if the

training process starts from scratch.

The most crucial aspect in the RL framework is the reward function. The reward function

defines the objective of the problem. In this study, the reward is defined as a function of the

number of successful preambles and collided preambles for each service class. For each service

class j, a reward function is calculated as follows:

Rj(t) = sjkj − cj (1)

where sj and cj are the number of successful and collided preambles from class j, respectively.

kj is defined as the reward or priority coefficient for class j which is used to prioritize among

different slices. Higher the priority of a slice, the higher its reward coefficient should be. Then,

the total reward is calculated as the sum of rewards for all service classes.

R(t) =
∑
j

Rj(t). (2)

The selection of this reward function is discussed in detail in Sec. V.

The state of the environment is the number of UEs from each service class waiting to transmit

a preamble. However, this information is not available to the eNodeB, hence, it uses the most

recent observation about the channel in terms of successful and collided preambles. The state is

defined as

S(t) =
⋃
j

Sj(t) (3)

where

Sj(t) = {cj, sj}. (4)
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The policy of the agent maps the state to actions and the RL algorithm optimizes the policy.

Here, trust region policy optimization (TRPO) which has recently achieved state-of-the-art results

in various AI tasks is employed in RL [42]. In the TRPO algorithm, the two dependent neural

networks shown in Fig. 2 are for approximating the value function and the policy function. From

the TRPO perspective, the value network is used to calculate the expected future reward from the

current policy. The policy network is used for approximating the policy function. This network

gets the current state of the environment as input and produces the probability distributions of

each action using the value function. Then, the algorithm selects the most probable action [43].

In this study, an open implementation of TRPO [44] is used. This framework uses ADAM

optimizer for both neural networks due to its fast convergence [45], [46]. The default values

of the framework [44] is used in the experiments. Only the number of episodes and batch size

parameters are modified in these settings. Batch size is set to 1 in order to increase the frequency

of policy evaluation and the number of episodes is set to 100,000 in order to increase the training

time. The simulation parameters and their values used in the experiments are given in Table II.

The details of other parameters used in the framework can be found in [44].

Over-fitting is a crucial problem to avoid in all types of machine learning approaches. RL

algorithms are also prone to over-fitting to the environment and the trained policies may not

generalize very well to newer environments. In the scenario it is considered that the system

could over-fit to the traffic arrival distributions used in training. In order to avoid over-fitting,

the policy is trained by using a randomly generated traffic model. In the model, the generator

redistributes the number of preamble requests randomly in 5 seconds periods. Recalling M is

the total number of available preamble requests, it is shown in [47] that the number of successful

transmissions in a round yields to M/e if the number of arrival of preamble requests is equal to

M in a round. In the next round, the number of backlogged request is M−M/e if no new request

is made. As a result, if the arrival request count is greater than M/e constantly, the number of

backlogged preamble request increases in time and the RACH becomes unstable irreversibly.
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Fig. 2: Interaction Between DRL Agent and Network Environment
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Fig. 3: Change in the (a) SRF (b) PRF (c) CRF as m1 changes for k1 = 1 and k2 = 2 for

different arrival rates.

Therefore, the number of preamble requests are distributed to slices in a way that their average

sum yields M/e in the long run. Since this given randomly generated traffic does not show any

patterns as might be in a real traffic, it is less prone to over-fitting. Therefore, it is preferred to

be used in training. Then the generated model is evaluated in testing. The performance of the

model in varying network scenarios also supports that the model does not over-fit.
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Networks Scenarios
2-slice 3-slice 5-slice

Parameters Value Value Value
N 2 3 5

kj k1 = 1
k2 = 2

k1 = 1
k2 = 2
k3 = 3

k1 = 1
k2 = 2
k3 = 3
k4 = 4
k5 = 5

Reward Functions CRF
PRF

CRF
PRF CRF

Discount Factor 0.9

Number of Episodes 100,000

Batch Size 1

GAE (λ) 0.98

DKL target 0.003

Size of the First Hidden Layer 10

Initial Policy Log-variance -1

TABLE II: Simulation Parameters

V. REWARD FUNCTION ANALYSIS

Reward function is the objective function used for evaluating the model that has to be

maximized over successive steps. The choice of the reward function is crucial, since a poor

selection may result in sub-optimal allocation of resources. In this part, analytical expressions

are derived for several possible reward functions for a two-slice scenario. Then, the behavior of

these functions is evaluated. Finally, these analytical results are compared with the experimental

results presented in Sec. VI.

Let m1 and m2 are the number of preambles assigned to each slice such that M = m1 +m2.

Let n1 and n2 are the average number of arrivals per RAO for each slice. First, consider the case

where n1 < m1/e and n2 < m2/e. In this case, all incoming traffic can be supported because

the capacity of the RACH with m preambles is approximated as m/e [48].
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When there are bj nodes randomly selecting preambles from a set with size mj , the expected

number of successful preambles is given by [49]:

sj = bj(1−m−1
j )bj−1. (5)

Similarly, the expected number of unused preambles can be found as [49]:

uj = mj(1−m−1
j )bj . (6)

The remaining preambles are collided:

cj = mj − sj − uj. (7)

When the RACH is stable, the expected number of successful preambles must be equal to the

average number of arrivals in the long run, i.e., sj = nj . To satisfy this equality, the number

of attempting nodes at each slot needs to increase to a level bj > nj . This value can be found

by solving (5) which gives bj = −mjW (−nj/mj) where W () is the principal branch of the

Lambert W function [48]. Using the approximation (1− 1/x)n ≈ e−n/x, u and c can be further

simplified as

uj ≈ mje
−bj/mj = mje

W (−nj/mj) (8)

and

cj ≈ mj(1− eW (−nj/mj))− nj. (9)

A. Successful preambles reward function (SRF)

The most intuitive and simple reward function is the number of successfully transmitted

preambles at each RAO. In this case, the reward for a slice is rj = sj and the total reward

can be defined as the weighted sum of rewards of each slice:

rsucc = k1r1 + k2r2 = k1s1 + k2s2 (10)

where k1 and k2 are used to prioritize different slices. This reward function, however, has some

undesirable properties. For any choice of m1 and m2 which satisfies n1 < m1/e and n2 < m2/e,
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RACH is stable and the number of successful preambles equal to the number of arrivals, sj = nj .

Hence, the reward function is flat in this region. For n1 > m1/e and n2 < m2/e, all preambles

will be unsuccessful for slice-1 and all traffic can be supported in slice-2, again leading to a flat

reward function. In general, the reward function can be written as:

rsucc =



k1n1 + k2n2 if n1 < m1/e, n2 < m2/e

k1n1 if n1 < m1/e, n2 > m2/e

k2n2 if n1 > m1/e, n2 < m2/e

0 if n1 > m1/e, n2 > m2/e

(11)

The behavior of this reward function is illustrated in Fig. 3a for n1 = n2 = 5. As the reward

function is flat for the stable region, the RL agent does not have any incentive to change the

groupings as long as the RACH is stable. This behaviour may bring the system very close

to instability when the number of preambles reserved for one slice is barely sufficient for the

traffic of that slice. In that case, a slight increase in traffic may result in serious congestion

which could have been easily avoided if the agent used a more robust allocation of preambles.

Hence, a reward function is needed which would “steer” the system towards a better operating

point.

B. Proportional reward function (PRF)

Another intuitive reward function for the RACH channel is the ratio of successful preambles

among the number of transmitted preambles. Weighting each ratio corresponding to each slice,

it is possible to differentiate preambles among slices according to their priority. Let k1 and k2

denote the priority coefficients of each slice. Then, for n1 < m1/e and n2 < m2/e, total reward

for a single RAO is given by

rpr = r1 + r2 = k1
s1

m1 − u1

+ k2
s2

m2 − u2

(12)
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For n1 > m1/e, there are not enough preambles for slice-1 which will result in a growing

backlog and all preambles will collide resulting in r1 = 0. Similarly, for n2 > m2/e, r2 = 0.

Hence,

rpr =



∑2
j=1

kjnj

mj(1−eW (−nj/mj))
if n1 < m1/e, n2 < m2/e

k1n1

m1(1−eW (−n1/m1))
if n1 < m1/e, n2 > m2/e

k2n2

m2(1−eW (−n2/m2))
if n1 > m1/e, n2 < m2/e

0 if n1 > m1/e, n2 > m2/e

(13)

For a given n1, n2, k1 and k2, this function can be numerically maximized to find the values of

m1 and m2 such that m1+m2 = m. The behavior of the PRF is shown in Fig. 3b for n1 = n2 = 5.

This reward function does not suffer from the problem mentioned in the previous part. The

optimum values of m1 for different priority coefficients is 25, 24 and 23 for (n1, n2) = (5, 4),

(6, 6) and (7, 8), respectively. Even the traffic of low-priority is higher than the traffic of high-

priority, this reward function allocates a lower number of preambles to the lower-priority traffic.

C. Collision-penalizing reward function (CRF)

Another proposed reward function is defined as rj = sjkj − cj where kj is the reward

coefficient. Hence, the total reward for n1 < m1/e and n2 < m2/e can be written as:

rcp =r1 + r2 (14)

=k1s1 + k2s2 − c1 − c2 (15)

=(1 + k1)n1 −m1(1− eW (−n1/m1))+ (16)

(1 + k2)n2 −m2(1− eW (−n2/m2)) (17)

For n1 > m1/e and n2 < m1/e, all preambles reserved for slice-1 will experience collisions,
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c1 = m1 and s1 = 0. Hence, the reward will be

rcp =k2s2 −m1 − c2 (18)

=(1 + k2)n2 −m1− (19)

m2(1− eW (−n2/m2)). (20)

Similarly, for n2 < m2/e:

rcp =k1s1 −m2 − c1 (21)

=(1 + k1)n1 −m2− (22)

m1(1− eW (−n1/m1)) (23)

For the case n1 > m1/e and n2 > m1/e, all preambles will be collided:

rcp = −m1 −m2. (24)

The behavior of the CRF is shown in Fig. 3c. For k1 = 1 and k2 = 2, the optimum values

of m1 for different priority coefficients is 30, 27 and 25 for (n1, n2) = (5, 4), (6, 6) and (7, 8),

respectively.

VI. EVALUATION AND RESULTS

In this section, the proposed technique is evaluated using simulations. Different models are

trained for each reward function for different number of slices and evaluated. The models are

trained by using only CRF and PRF reward functions. When SRF is used as the reward function,

the agent cannot distribute preambles successfully and cannot handle the load of the higher

priority slices effectively. As a result, a higher number of dropped preamble requests and longer

waiting times are observed in comparison to CRF and PRF. Therefore, only the results of the

models trained by using CRF and PRF are demonstrated in the results.

In the previous section, 3 different reward functions are analyzed for the 2-slice scenario since

the complete state space is relatively small. However, with the context of 5G there are defined at
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least 3 service types: extreme mobile broadBand (xMBB), massive machine-type communications

(mMTC) and ultra-reliable machine-type communications (uMTC) [5]. This number, however,

can increase up to 5 as delay-tolerant IoT, emergency, high priority IoT, human-to-human and

mobile broadband [6]. On the other hand, increasing the number of slices also increases the

state space drastically and finding the optimum policy through analysis gets intractable. Here,

the simulations are also conducted for 3 and 5-slice scenarios besides the 2-slice scenario.

In the simulations, slices are prioritized using their reward coefficients, kj . Slice numbers are

used as the prioritization factor such that kj = j. In other words, assuming there are N slices,

the N th slice has the highest priority. This prioritization scheme is employed in all simulations

through this paper. Therefore, the slice numbers in all figures also indicate their priority. In

addition, the first and lowest priority slice will be named as low-priority slice and the N th and

highest priority slice will be named as high-priority slice in the rest of the paper. The Figs. 4-8

are plotted using the average of collected data of 10 simulation runs.

A. Traffic Distribution

In the simulations, nj preamble requests are generated every 10 ms and these requests are

added to the message backlogs of each slice. While lower priority slices have a constant arrival

rate during the whole simulation, the rate of the high-priority slice is increased every 200 ms. In

the 2-slice case, low-priority slice has a constant normalized arrival rate of λ1 ≈ 0.09 where the

normalized arrival rate of slice j is defined as λj = nj/M . The normalized arrival rate for the

high-priority slice starts from λ2 ≈ 0.04 and increases up to λ2 ≈ 0.39. In the 3-slice case, the

low-priority slice has a constant rate of λ1 ≈ 0.07 and medium-priority slice also has a constant

rate of λ2 ≈ 0.09. The normalized arrival rate of the high-priority slice starts from λ3 ≈ 0.04

and increases up to λ3 ≈ 0.39. The x-axis of the Figs. 4, 5, 6, 7 and 8 demonstrate this increase.

Since the rate of increase of the high-priority slice is constant, the x-axis is proportional to the

simulation time. Each simulation runs 7 seconds.
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(a) (b) (c)

(d) (e) (f)

Fig. 4: Preamble allocations computed by the exhaustive search, ideal algorithm and

mathematical analysis against the DRL-based approach in 2-slice scenario (a)-(b)-(c)

respectively for the CRF and (d)-(e)-(f) for the PRF reward function.

B. Benchmarks for Simulations

In order to evaluate how the proposed technique based on RL gets close to the optimal solution,

it is compared with an exhaustive search technique in addition to the analyses presented in Sec.

V. In exhaustive search, all possible preamble allocations for a given traffic load are searched

through and the best preamble allocation is chosen. The same system parameters are used in the

exhaustive search.

The performance of the proposed method is also compared with an unsliced scenario. In this

scenario, there is only one slice in the system and all preamble requests belong to that slice. In
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(a) (b) (c)

Fig. 5: The ratio of dropped messages to all transmitted messages for 2-slice scenario while

the arrival rate of second slice consistently increased. (a)-(b)-(c) show the performance for

CRF, PRF and ideal respectively.

(a) (b) (c)

Fig. 6: The average waiting time for 2-slice scenario while the arrival rate of second slice

consistently increased.(a)-(b)-(c) show the performance for the CRF, PRF and ideal

respectively.

such a case, nunsliced is the sum of the number of new arrival preamble requests to all slices.

As a result, the total number of new arrival requests does not change between the unsliced and

sliced scenarios. That gives us a comparison basis between the performances of slices of the

proposed model and the unsliced scenario.
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(a) (b) (c)

Fig. 7: The performance of the proposed method to 3 network slices while the arrival rate of

third slice consistently increased

(a) (b) (c)

Fig. 8: The performance of the ideal algorithm to 3 network slices while the arrival rate of

third slice consistently increased

Finally, the ideal algorithm given as a baseline in [16] is used for comparison. The ideal

algorithm assumes that the exact number of preamble request counts for a given RAO (bj) is

known for each priority. It is noted that the preamble request count for the next RAO for slice

j, bj , is found by adding the number of new arrivals (nj) to the number of nodes which has

not transmitted W times yet. Then, by using the Equation 25 in [16], the number of reserved
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preambles to slice j (mj) can be found in each RAO.

M =
N∑
j=1

mj =
N∑
j=1

bj

− ln(
kj∑N
i=1 ki

)− ln(x)
(25)

Here, x denotes the proportionality factor which satisfies the above equation. Assuming bj values

are known, x is also can be found by solving the equation and hence, mj values are obtained.

C. Simulation Results

Firstly, the proposed DRL-based approach is compared with the mathematical analysis given

in Sec. V, the exhaustive search and the ideal algorithm for the scenario with 2 slices. Since the

2-slice scenario has a smaller state space, it is preferred for a baseline comparison. Fig. 4 plots

the optimum number of reserved preambles for each slice that maximizes the reward functions

against mathematical analysis, ideal algorithm and exhaustive search. The results show that the

preamble allocations which yield maximum rewards for each technique behave similarly.

Fig. 5 demonstrates the ratio of dropped messages to all transmitted messages in a ran-

dom access opportunity in the 2-slice scenario. The results for the reward functions CRF,

PRF and ideal algorithm are given in Fig. 5a, Fig. 5b and Fig. 5c respectively. While the

value of normalized arrival rate of the high-priority slice approaches to 0.3, the total load

n1/M + n2/M ≈ 0.38 exceeds the capacity 1/e ≈ 0.37. In both figures, the normalized arrival

rate of the high-priority slice rises up to n2/M ≈ 0.39 and the total load in that maximum point

passes (n1 + n2)/M = 26/54 ≈ 0.48. In Fig. 5, while the high-priority slice outperforms the

unsliced case for both reward functions, the low-priority slice also gets a considerable amount of

reserved preambles. Fig. 5a points out that the high-priority slice using CRF can satisfy almost

all preamble requests so that preamble request messages are nearly not dropped even when the

total load passes (n1+n2)/M = 25/54 ≈ 0.46. On the other hand, the unsliced plot has a sharp

increase after passing the maximum normalized traffic load limit that the random access channel

can handle (1/e ≈ 0.37).
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For the same scenario, Fig. 6 presents the average waiting time, which denotes how much time

successful preamble requests waited in the message backlog on average. If there is no successful

preamble request in the random access opportunity, the average waiting time can not be calculated

for that random access opportunity. Nevertheless, to show the performance, the value is set to

the maximum average waiting time which is 10×W ms. The average waiting time for the high-

priority slice almost stays constant despite the increasing traffic rate. On the other hand, the

average waiting time for the high-priority slice for PRF is higher in comparison to the waiting

time of the same slice for CRF. Moreover, while PRF scheme distributes the preambles more

closely to two slices as seen in Fig. 4, when the total load passes (n1+n2)/M = 21/54 ≈ 0.39,

the dropped preamble requests from high-priority slice are dramatically increased. Therefore,

the results which use only CRF are presented in the rest of the experiments.

The simulation results for the 3-slice scenario is given in Fig 7. As noted above, here the

following performance metrics are evaluated for only the CRF reward function. At time t = 0,

n1 = 5, n2 = 4, n3 = 2 and the relation between number of reserved preambles is m1 >

m2 > m3. Since the total load is ((n1 + n2 + n3)/54 ≈ 0.20) < (1/e ≈ 0.37), the proposed

method allocates more preambles to 1st and 2nd slices as shown in Fig. 7a in order to relieve

the traffic to lower priority slices when the high-priority slice easily handles the traffic. As

n3 increases, the proposed method aggressively increases the reserved preambles count for the

3rd slice in order to avoid dropping messages and long average waiting. The proposed method

manages not to drop any preamble allocation requests from the 3rd slice even the total load

passes (n1 + n2 + n3)/M = 26/54 ≈ 0.48. The average waiting time for the 3rd slice follows

a horizontal line up to the normalized arrival rate of 0.3. After that, it slightly increases due to

high load on the random access channel; yet, the proposed method is able to prevent a sharp

increase. On the other hand, the unsliced curve shows a sharp increase after passing the maximum

normalized traffic load limit that the random access channel can handle (1/e ≈ 0.37), as in the

two-slice scenario.
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(a) (b)

Fig. 9: The timeline simulation graphs for 3-slice (a) and for 5-slice (b) using CRF

Fig. 5c, 6c and 8 demonstrates the behaviour of the ideal algorithm for scenarios with 2-slice

and 3-slice. It slightly prioritize the slices in a similar way to the unsliced plot with respect to

their prioritization levels in the figures. Furthemore, Fig. 8a shows that for the 3-slice scenario

it prefers to allocate more number of preambles to the 3rd slice even in the beginning of the

scenario when the total load is much less than 1/e ≈ 0.37 and normalized arrival rate for the 1st

slice is highest. As a result of using the ideal algorithm, there are dropped preamble requests

observed in the 1st slice even at the early stage of the scenario when the arrival rate of the 3rd

is slice between 0.05 and 0.1 as and the total load is 0.24 shown in Fig. 8b.

D. Performance of Reinforcement Learning Based Method in a Dynamic Environment

In this part, the temporal behavior of the proposed method is presented to show how it reacts

to changes in the traffic demands and how much time it is needed to rearrange the preamble

allocations to meet the requirements. Different from the previous experiments, here not only the

requests of the high-priority service change, but all service requests may also vary in time. The
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(a) (b)

Fig. 10: The timeline simulation graphs for 3-slice (a) and for 5-slice (b) using the ideal alg.

simulations for the 5-slice scenario are also run in addition to the 3-slice scenario. For these

simulations, only CRF is used as the reward function. The traffic pattern and the behavior of

the proposed method are shown in Fig. 9 for both scenarios. The uppermost plots in Fig. 9a

and 9b show the normalized arrival rate for each slice over time. The following below plots

show the response of the proposed method to the changing environment as reserved preamble

counts for each slice. The next below plots demonstrate the collision rates of each slice in that

random access opportunity which is found using cj/mj . Finally, the bottom plots show the ratio

of dropped messages to all transmitted messages on that random access opportunity. The same

scenarios are implemented with also the ideal algorithm. The performance of the ideal algorithm

is plotted in Fig. 10.

Fig. 9a plots the simulation results for the 3-slice scenario. From t = 0 to t = 2, the reserved

preamble count for each slice stays almost constant since there exists no congestion and change

in traffic. At t = 2, λ1 increases suddenly while other slices still have the same normalized
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arrival rates. After a reaction time of approximately 50ms, the proposed method gives most of

the preambles to slice-1 immediately. First, the collision rate of slice-1 increases a little, then,

immediately drops thanks to the reallocation of preambles. Similarly, at t = 2.5, λ2 increases to

a higher value than λ1. Right after, m2 increases and slice-2 gets a major part of the preambles.

Up until t = 3, m1 and m2 stays around the same levels with little difference between them.

In Fig. 9a, the total load exceeds the total capacity at t = 3. At this point, since the preamble

resources are not enough for all slices, the method allocates most of the preambles to the high-

priority slice, slice-3. Therefore, m3 spikes, m2 is nearly halved and m1 is dropped to around

between 5 and 10. As all slices cannot be supported at the same time, the proposed method

sacrifices the low-priority slice in favor of other slices. The collision rate for the slice-1 oscillate

around 1 up to t = 8. The collision rates for the other two slices change between 0.2 and 0.8, and

the collision rate for slice-2 is higher than slice-3 even if the traffic to slice-3 is more than twice.

In the last two seconds, λ3 falls of suddenly, right after, m3 also drops. m1 and m2 increase

to their previous values where right before λ3 increases. Then, respectively λ2 and λ3 drops to

their previous values and the preamble allocation returns to its initial assignment.

Similarly, Fig. 9b plots the timeline simulation for the 5-slice scenario. From t = 0 to t = 2,

there is no congestion and the preamble allocation of slices does not change. During this period,

the number of preambles reserved to each slice is proportional to their priority levels. Normalized

arrival rates of slices are increased starting from the low-priority slice to the high-priority slice.

At the end of the simulation, the rates are decreased in the reverse order. The preamble allocation

behavior is similar to the 3-slice scenario and the RL agent successfully prioritizes the slices.

The full load is exceeded when the normalized arrival rate of slice-5 increases. In that case, the

majority of preambles are reserved for slice-5.

Figs. 10a and 10b plot the timeline simulation of the ideal algorithm for 3-slice and 5-slice

scenarios respectively. As pointed out above, the algorithm slightly prioritizes the slices in a

way that the collision rates in each figure are very close to each other, hence the allocation of
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each slice j is slightly better than the allocation of slice j − 1. The plots in the time intervals

[2,3] and [8,9] for 3-slice in Fig. 10a and, in the time intervals [2,4] and [7,9] for 5-slice in

Fig. 10b show that the ideal algorithm can not prevent collisions for lower priority slices when

the total load in the network is less than (1/e ≈ 0.37). Fig. 9 shows that DRL-based approach

manages not to drop any preamble requests in these time intervals and achieves to keep the

collision rates lower than the ideal algorithm does. On the other hand, when the arrival rate

of the high-priority slice increases and the total load becomes bigger than (1/e ≈ 0.37), the

DRL-based approach sacrifices the lowest priority slices (1st one in 3-slice scenario, 1st and

2nd ones in 5-slice scenario) in favour of higher priority ones. Although the ideal algorithm

tries to keep the collision rates under control for even the lowest priority slice when the total

load is bigger than (1/e ≈ 0.37), it may not be the best behavior when the total load is such

high. Especially for some real life scenarios such as where a remote surgery slice has the highest

priority and a sensor-IoT slice has the lowest priority, the lowest priority slice could need to be

sacrificed.

In summary, in timeline simulations, the sudden increase of arrival preamble requests to slices

from low-priority to high-priority and the sudden decrease from high-priority to low-priority

respectively are tested in the timeline. For both the 3-slice and 5-slice scenarios, when the

traffic of the low-priority slice increases the preamble allocation is increased in favour of the

low-priority slice. Following, the traffic to slices increases from lower to higher priority ones

respectively and in each increase more preambles are reserved to the slice having lastly increased

traffic. The moment when the traffic to high-priority slice increased, the total normalized arrival

rate reaches 0.39 so that passes the full load (1/e ≈ 0.37). After that, the proposed method

suddenly allocates the vast majority of preambles to the high-priority slice. Nonetheless, Fig. 9a

and 9b show that the proposed method does not neglect performances of lower priority slices,

while the collision rate of the high-priority slice is kept under control. With approaching to the

end of the timeline, the traffic assigned to slices decreases starting from the high-priority slice
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to the low-priority slice respectively. The preamble allocation of the proposed method acts in a

reverse direction. In the end, the preamble allocations return to the first position. These results

confirm the effectiveness and adaptability of the proposed approach in a dynamic environment.

E. Two Priorities Scenario Used in [16]

The authors in [16] propose to assign weights γi to services based on their priorities. In

this specific scenario, they use two services having priority weights γ1 = 2 and γ2 = 1. For

each service, 10,000 devices are activated over 10 seconds (2000 RAO slots each 5ms) with

uniform arrival for the low-priority service and bursty beta arrival for the high-priority service.

They stated that their algorithm produces results close to the ideal case in which the average

delay (slots/device) is close to 0. In addition, they specify the average delay for the high-priority

service is less than for the low-priority scenario. For a fair comparison, the same scenario is

implemented for 2-slice and the results are plotted in Fig. 11. Please note that the RAO period is

taken as 5ms here, whereas it is taken as (10ms) in previous experiments. Although the authors

use W = ∞ and this value is taken as 10 in this current study, since no dropped preamble

request is observed in these simulations, W has no effect on the comparison.

Fig. 11 shows the comparison of the proposed approach with the ideal algorithm on the

scenario as defined above [16]. As shown in the figure, the average waiting time never reaches

5ms for both slices. The average waiting times for the high-priority slice are 0.98 ms in the DRL-

based approach and 0.65 ms in the ideal algorithm. The average waiting times for the low-priority

slice are 1.2 ms in the DRL-based approach and 4.7 ms in the ideal algorithm. Please note that

the average waiting time is how much time successful preamble requests waited in the message

backlog on average. Since it is taken as the time spent by one device/service for successfully

accessing into the channel (slots/device) in [16], the average waiting time here is divided by

the slot interval (5ms) in order to make a fair comparison with [16]. For the high-priority slice,

it is calculated as 0.98ms/5ms ≈ 0.2 by the proposed approach and as 0.65ms/5ms ≈ 0.13
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(a) (b)

Fig. 11: The timeline simulation graphs for 2-slice using the two priority scenario for

DRL-based method (a) and for ideal algorithm (b) in [16]

by the ideal algorithm. For the low-priority slice, it is calculated as 1.2ms/5ms ≈ 0.24 and

4.7ms/5ms ≈ 0.94 for both algorithms respectively.

To sum up, the proposed method can successfully prioritize the slices in a way that the

average delay (slots/device) of each slice is close to 0. Moreover, the high-priority slice has a

lower average delay than the low-priority slice. It is also stated in [16] that they obtain average

delays (slots/device) close to 0 without specifying exact values. Although the ideal algorithm

manages to keep average delays (slots/device) lower than 1, there is a noticeable difference

between the slices (0.94 for the low-priority slice and 0.13 for the high-priority slice). Even

the ideal algorithm performs slightly better than the proposed approach for the high-priority

slice based on the average delay metric, it drops a few number of preamble requests from the

low-priority slice. As stated above, the proposed approach does not drop any requests.
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VII. DISCUSSION

The experimental results show the effectiveness and adaptability of the proposed DRL-based

approach in a dynamic environment. Different reward functions are evaluated and shown that

penalizing collisions in addition to rewarding successful preambles gives the best performance.

When penalizing is used in the reward function, reinforcement learning act more quickly and

sharply due to the very nature of penalizing, which is fed into the system in a very short time (in a

few RAO). However, using the other functions which do not include penalizing, the response time

of the algorithm takes longer and it adapts more softly to the changing environment. Moreover,

when penalizing is applied in reward functions, the number of reserved preambles are inclined

to be given to lower priority slices when there is no traffic congestion. In other words, more

importance is given to lower slices, when there is no high traffic for higher priority slices. This is

the reason behind why the DRL-based approach using penalizing can perform better than ideal

algorithm under some scenarios. On the other hand, in the event of traffic congestion DRL-based

approach perform a steady and more prioritizing attitude in favour of higher priority slices when

compared to ideal algorithm. There exists an obvious opposite attitude of DRL-based approach

towards slices between low and high traffic congestion cases. These outcomes stand for DRL-

based approach can change its pattern of prioritization behaviour under varying network traffic

load.Please note that the same priority coefficient values for slices are employed in all reward

functions in order to have a comparison basis. However, these coefficients could affect reward

functions in different ways, therefore, in the future, different coefficients could be applied for

different reward functions.

The running time of the proposed approach is proportional to the TRPO algorithm. However,

an increase in the number of slices, which is varying in the experiments, causes an expansion

in the state space. Recalling M is the number available preambles, the state space size for N

number of slices can be calculated as (M+3N−1)!
M !(3N−1)!

since there are 3 state space members sj ,cj
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and uj . The action space size is (M+N−1)!
M !(N−1)!

since the action list includes N members. Therefore,

increasing N by 1, the state space size expands nearly M3 times and the action space size

expands M times. Since the solution space is the mapping from the state space to the action

space, increasing N expands the solution space immensely. It is not easy to build a mathematical

model for representing such a complex solution space. However, DRL is known to be able to

diminish the curse of dimensionality caused by the state space theoretically [50].

In this study, the proposed approach is trained and evaluated by using simulated network

traffic, since real world RACH preamble traffic data is not available. It is hard to collect such

data from eNodeBs since they can not detect how many nodes are available in the environment.

Moreover, since the nodes in the environment are distributed and mobile, collecting such data

synchronously is hard. Due to all of these reasons, randomly generated traffic is used in training

in this study. On other hand, having a real world data for different service types which have

various QoS help to generate a more precise model for that environment. Moreover, in the

experiments of this current study, the effects of some parameters such as transmission power

of nodes, distance of nodes to eNodeBs, deafness of nodes, path loss and shadowing are not

simulated. In the future, these parameters could be included in the experiments for more realistic

simulations.

VIII. CONCLUSION

With the increasing significance of RAN resource allocation in 5G, flexible preamble allocation

becomes an important problem. This study aims to find a solution to the RAN slicing problem

by prioritizing slices. It explores deep reinforcement learning (DRL) to solve the optimum

resource allocation problem in RAN slicing. Here, three reward functions are proposed for the

RL formulation and mathematically analyzed.

Since at least 3 service types are defined for 5G [5] and, some studies propose 5 service types

[6] for 5G in the literature, 3-slice and 5-slice scenarios are implemented in the experiments.
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The proposed approach is evaluated by the following metrics: the number of reserved preambles,

the average waiting time and the ratio of dropped messages to all transmitted messages. The

proposed approach is compared with a recent study [16] in the literature. Moreover, in order to

show its effectiveness it is compared with the unsliced scenario and the exhaustive search, in

which all possible preamble allocations for a given traffic load are searched through and the best

preamble allocation is chosen. The results show that the proposed method distributes preambles

to different service classes according to their priorities successfully. It produces comparable

results with [16]. In some network scenarios, it outperforms the ideal algorithm given in [16]

by giving importance to lower priority slices in addition to higher priority slices when there is

no traffic congestion.

To sum up, the proposed DRL-based approach is shown to be a suitable approach for RAN

slicing, since it adapts to changes in the environment in a timely manner. It also can be deployed

as an instantiable Virtual Network Function (VNF) to eNodeBs. Afterwards, eNodeBs slice

PRACH preambles for network service classes that have different QoS needs under the dynamic

environment. The VNF can be instantiated at the very beginning of eNodeB operation, then it

can step in when there exists network congestion like in a power outage and restore scenario or

in a temporary dense network formation scenario.
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