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Electric Fish Optimization: A New Heuristic Algorithm Inspired by
Electrolocation

Selim YILMAZ · Sevil SEN

Abstract Swarm behaviors in nature have inspired the emergence of many heuristic optimization algorithms. They
have attracted much attention, particularly for complex problems, owing to their characteristics of high dimensionality,
nondifferentiability, and the like. A new heuristic algorithm is proposed in this study inspired by the prey location and
communication behaviors of electric fish. Nocturnal electric fish have very poor eyesight and live in muddy, murky
water, where visual senses is very limited. Therefore, they rely on their species-specific ability called electrolocation
to perceive their environment. The active and passive electrolocation capability of such fish is believed to be a good
candidate for balancing local and global search, and hence it is modeled in this study. A new heuristic called Electric
Fish Optimization (EFO) is introduced and compared with six well-known heuristics (Simulated Annealing, SA; Vortex
Search, VS; Genetic Algorithm, GA; Differential Evolution, DE; Particle Swarm Optimization, PSO; and Artificial Bee
Colony, ABC). In the experiments, a well-known selection of 50 basic and 30 complex mathematical functions, 13
clustering problems, and 5 real-world design problems are used as the benchmark sets. The simulation results indicate
that EFO is better than or very competitive with its competitors.

Keywords Nature-inspired algorithm · Heuristics · Swarm intelligence · Real parameter optimization · Single-solution
algorithms · Population-based algorithms · Real-world applications

1 Introduction

Optimization is the process of finding the best possible or at least admissible solutions among numerous solution sets for
a problem with a certain number of constraints [78]. The characteristics of complex problems such as multimodality, high
dimensionality, nondifferentiability, nonlinearity make it impossible to solve these problems using classical algorithms.
Owing to the No Free Lunch (NFL) [74] theorem, which states that there is no sole method that provides the best solution
to all problems, there has been growing interest in approximate heuristic algorithms that do not guarantee an optimal
solution to the problem, but find admissible solutions within an acceptable time. Such algorithms have been applied to
numerous engineering problems in the literature, such as image processing [54, 22], data mining [67], routing [18], and
speech recognition [68].

There are two major search components in heuristics: Exploration and exploitation. Exploration, or global search,
is the ability of a heuristic that directs it to search unknown regions of the search space by keeping the search agents as
diverse as possible, whereas exploitation is the ability that focuses on searching by exploiting information of the best
agents in the space. The success of a heuristic is strongly dependent on how well these components are balanced [78, 76].
It is a rule of thumb to use exploration at the beginning of the iterations to avoid trapping in local optima and to fade it
out by a lapse of iterations to allow an algorithm to search its locality [60, 70].

The vast majority of metaheuristics have been derived from the behavior of biologic or physical systems in nature.
There have been very popular heuristic algorithms in the literature, called Nature-Inspired Algorithms, that model nat-
ural phenomena. For example, pheromone, deposited by ants, is the basis of Ant Colony Optimization (ACO), and the
waggle dance is the basis of ABC. In this study, a new population-based heuristic algorithm is proposed, named Electric
Fish Optimization (EFO), which is inspired by the electrolocation and electrocommunication capabilities of electric fish
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for solving real parameter optimization problems. Electrolocation is the ability of electric fish that enables them to per-
ceive objects/prey around them. The electrolocation capability of electric fish is examined in two major branches: active
electrolocation and passive electrolocation. These capabilities inherently fulfill the exploitation and exploration capabil-
ities of the proposed EFO algorithm. Electrocommunication is the species-specific communication behavior of electric
fish through electric signals. To investigate the performance of the proposed algorithm with respect to other heuristics,
we have conducted three experiments. In the first experiment, 50 basic and 30 complex mathematical functions (also
known as the CEC’17 Benchmark Suite [5]) are employed as a benchmark set. The Wilcoxon Signed Rank Test and
multicriteria decision-making methods, namely VIKOR and TOPSIS, are applied to evaluate the statistical differences
between the proposed EFO algorithm and the competitor heuristics. In the second experiment, the performance of the
proposed EFO algorithm is analyzed as a clustering method, which is one of the important techniques used in data
mining. Clustering methods are widely used in many research areas from image processing, geophysics, agriculture
to security and crime detection [29]. In this experiment, 13 clustering datasets, which are obtained from actual data,
are used as the test bed. The final experiment comprises five well-known real-world design problems: welded-beam,
spring design, pressure vessel, three-bar truss design, and speed reducer problems. The main purpose of the third ex-
periment is to observe the performance of EFO on constrained problems. The proposed algorithm is compared with
well-known heuristics in the experiments. The results obtained from all the experiments show that EFO ensures a fine
balance between global and local searches, maintaining an ‘explore first, exploit later’ approach, and that EFO performs
much better than or competitively with its competitors, especially on complex design problems employed here, which is
essential for most real-world problems. Hence EFO is introduced to the community as a new nature-inspired algorithm.

To the best of our knowledge the proposed algorithm in this study is the first model inspired by the active/passive
electrolocation and electrocommunication capabilities of electric fish to solve complex problems. One recently proposed
algorithm, Fish Electrolocation Optimization (FEO) [27], models capacitance detection, the ability of electric fish to
discriminate animate objects from inanimate objects by analyzing their capacitive and resistive properties. Individuals in
FEO consider object-related attributes such as capacitance, slope, and width of the object, which are measured through
active electrolocation. Although the metaphor utilized for the creation of FEO is interesting, there are some critical
deficits in the algorithm’s design choices. The most noticeable is that it possesses many parameters (more than 15),
which are problem-dependent. Thus, a small change in the parameter set may yield a high variation in its performance.
The performance validation is also quite questionable. Because it is comparatively tested on a limited number of low-
dimensional problems and only on one high-dimensional problem, a fair comparison is missing. The proposed EFO,
on the contrary, models the electric discharge activity that changes as a response to the distance between the fish and
the target object while electrolocating. Moreover, the communication between electric fish through electric signals is
modeled in EFO as well, which is crucial for swarm-based algorithms. Contrary to FEO, the proposed EFO algorithm
showed overwhelmingly better performance than FEO with fewer parameters and simpler search components, which
makes EFO an easy-to-implement algorithm. The modeled behaviors of electric fish are explained in more detail in
Section 3.3.

There are also a few studies that exploit the active electrolocation capability of electric fish to design robotic sensory
systems. A model mimicking the active electrolocation behavior of weakly electric fish was developed in [42] for the
navigation around a sphere of an underwater robot. The model comprises a number of spherical electrodes, one of which
emits a signal and the remaining ones are the receivers. Perturbation created by the surrounding object helps the model
estimate the position and radius of the object. In [45], the authors examined ghost kniefish, a weakly electric fish, to
develop a prototype for the purpose of designing better next-generation autonomous underwater vehicles (AUV). Not
only was the prototype inspired by the active electrolocation, but also by the maneuvering behavior of electric fish once
they detect prey. Another study [46] developed a signal processing algorithm inspired by the behavior of weakly electric
fish and designed an artificial sensor array that provided electrosensory capabilities to a submarine robot. In [66], the
active electrolocation capability of electric fish was modeled to create a sensory robot. This robot continuously processes
the electrosensory data to control the position of an electric field and to localize underwater objects. Interested readers
are referred to [53] for the details of these studies. On one hand, as stated earlier, these studies are in the field of
robotic sensor technology and were only inspired by the active electrolocation capability of electric fish. Moreover,
because the proposed design solutions rely on a single sensory agent, swarm intelligence is not introduced in these
studies [42, 45, 46, 66]. On the other hand, the proposed EFO algorithm is inspired by both the active and passive
electrolocation of electric fish, and it provides swarm intelligence by using communication among electric fish.

The contributions of this study are summarized as follows:

– The proposed EFO algorithm is the first swarm-based heuristic algorithm inspired by both active and passive elec-
trolocation behaviors of electric fish to ensure local and global search mechanisms. In addition, electric organ dis-
charge activities (frequency and amplitude) are modeled for the first time in a swarm-based heuristic algorithm.
The metaphor behind the proposed EFO algorithm supports a well-balanced local and global search as well as an
‘explore first, exploit later’ approach.

– The proposed EFO algorithm has only two parameters that need to be tuned, as opposed to FEO, which makes the
proposed algorithm much easier to use. In addition, it is shown in the experiments that the parameters of EFO do
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not have a dramatic effect on the performance of the algorithm, which makes EFO a robust algorithm. The proposed
algorithm is shared with the community1.

– The performance of the proposed EFO algorithm is extensively evaluated on various problems. EFO is shown to
perform considerably better than almost all existing approaches in the literature over different bound-constrained,
clustering, and real-world design problems.

The remainder of this paper is organized as follows. Related previous works in the literature have been reviewed in
Section 2. Section 3 introduces the proposed EFO algorithm in detail. Section 4 introduces the experimental environment
and presents the experimental results. Finally, conclusions of the study are drawn in Section 5.

2 Related Work

Heuristic algorithms can be classified in many ways in the literature, but it is the number of solutions employed that
makes heuristics fundamentally distinctive in the literature [12, 69]. Within this criterion, they are classified as single-
solution-based and population-based heuristics. This paper reviews the previous works according to this taxonomy.

Single-solution-based heuristics search with a single agent and continue in a sequential manner. Simulated Anneal-
ing (SA) [40] is a single-solution-based heuristic algorithm inspired by the annealing process of glass or metal materials.
Contrary to most single-solution-based heuristics, it performs global search by occasionally accepting worse solutions
until it becomes stable, which is determined by the temperature value. Vortex Search (VS) is another single-solution-
based algorithm, which is inspired by the vortex pattern, as the name suggests. VS randomly searches by shrinking space
and accepts only better solutions at every iteration.

Population-based heuristics employ multiple agents to search in parallel. They are studied under two major groups:
Evolutionary-based algorithms and swarm intelligence-based, or swarm-based, algorithms. Evolutionary-based algo-
rithms are inspired by the natural selection phenomenon in evolution. Genetic Algorithm (GA) [30] and Differential
Evolution (DE) [15] are two popular evolutionary-based algorithms inspired by the notion of survival of the fittest,
and they use similar generic operators: crossover, mutation, and reproduction. DE differs from GA in representation,
which makes it convenient to handle problems with real parameters. Recently proposed Backtracking Search Algorithm
(BSA) [13] is another evolutionary-based algorithm relying on two different populations. It comprises five phases: ini-
tialization, selection-I, mutation, crossover, and selection-II. Initialization is responsible for random generation of the
population. Selection-I ensures the algorithm to have a memory by calculating the search direction and by permuting the
historical population. As common in most of the Evolutionary Algorithms (EA), mutation and crossover operators are
used to generate a trial population considering these two populations. Greedy selection is used in the selection-II phase
to enable trial solutions to be included in the population.

Swarm-based algorithms are inspired by the collaborative intelligent behavior of swarm agents. Particle Swarm
Optimization (PSO) [39] and Artificial Bee Colony (ABC) [34, 37] algorithms are well-known swarm-based heuristics.
PSO is inspired by the collective behavior of a school of fish or a flock of birds. It makes use of historical best position
of every solution (called as particle in the algorithm) and global best solution in order to change the velocity of every
particle, and hence to determine their new positions. Its straightforward structure and use of a single search operator
make PSO very popular in the literature. ABC is inspired by the collective behavior of foraging honey bees. It consists
of three search phases performed by employed, onlooker, and scout bees. Employed bees are in charge of exploiting
their solutions (called as food source in the algorithm). Then, onlooker bees further develop the high quality ones of
these solutions. The poor food sources are abandoned and new sources are discovered by scout bees. Inferior Search
Algorithm (ISA) [24] is a novel heuristic method inspired by an interior design procedure targeting a beautiful and
more decorative view. Depending on a pre-defined value, algorithm divides the population into two groups (excluding
the fittest one): composition and mirror. The solutions (called elements in the algorithm) in the composition group
performs a random walk to explore by shrinking search space whereas the solutions in mirror group are placed between
any solution and the fittest solution for exploitation. T-Cell Algorithm (TCA) [2] is another heuristic algorithm with
multi-group population that is inspired by a central role of T-cells in cell-mediated immunity. Every group of T-cells
(virgin cells, VC; effector cells, EC; and memory cells, MC) has its own goal: diversity has been ensured through the
VC group, whereas the exploitation of the best solution and exploration of conflicting zones has been performed by
the MC and EC groups respectively. Crow Search Algorithm (CSA) [4] is inspired by the foraging behavior of crows.
The form of the flock, memorization of the position of their hiding places, thievery, and protection of their caches are
the most intelligent behaviors of crows that are modeled in the algorithm. Similar to PSO, the historical best position
of every solution is memorized here and search is performed based on that. CSA is easy to implement with only two
operators; but there are two control parameters that should be tuned and directly affect the balance between exploration
and exploitation. Another foraging behavior-inspired algorithm is Bacterial Foraging Optimization (BFO) [57, 48]. The
move to regions of high nutrient levels and the communication between bacteria are the primary motivation factors of
the algorithm. In order to perform search, algorithm uses three nested progresses that are applied for every solution:
elimination-dispersal, reproduction, and chemotaxis. However, these progresses highly increase the computational cost

1 https://wise.cs.hacettepe.edu.tr/projects/efo/
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of the algorithm. In addition to that BFO involves a sorting algorithm to sort population at the end of every generation.
Teaching-Learning-Based Optimization (TLBO) [58] is based on the mathematical model of an effect of teachers on
a group of learners. There are two successive processes in every generation of TLBO: teacher and learner phases.
The exploitation of the best solution and exploration of the search space are ensured in the teacher and learner phases,
respectively. Two-stage State Transition Algorithm (STA) [28] is another swarm-based algorithm in which every solution
is regarded as a state and the update of the current solution is treated as a state transition which is performed through
rotation, expansion, and axesion functions corresponding to exploitation, exploration, and a single dimensional search,
respectively.

In addition to these studies, modification and hybrid methods have also been proposed in the literature in an attempt
to further improve the performance of heuristics on real-world problems. The stagnation and slow convergence problems
arisen in PSO were handled by integrating it with DE in [44]. The particles in PSO prematurely terminate exploration
and stagnate in the rest of the search process especially when they gather to the same local minimum. To avoid that,
the proposed approach enables PSO to evolve new particles using only the half of the population involving the poor
particles and then employs DE to generate three offspring from historical bests of these particles. Another modification
that improves the search performance and that prevents the premature convergence problem of PSO is proposed in [63]
by introducing mutation operator with Gaussian probability distribution. A binary-coded PSO is proposed in [16] for
dealing directly with the problems of having real, integer, and discrete variables. The only modification is in the velocity
and position update scheme of the standard real-coded PSO. While continuous variables are still handled by the standard
real-coded PSO, discrete and integer variables are updated in the proposed operators. Therefore, real variables are
represented by a single dimension, while every integer and discrete variable is represented by an array of bits that
are calculated from the upper limit, which incredibly increases total number of parameters and hence the problem’s
complexity. DE has also been modified to achieve a better optimization performance in various studies. In [50], it has
been subjected to a simple modification to generate more than one offspring per parent so that the probability of obtaining
better solution is increased; however it leads the proposed algorithm to have an additional parameter that needs to be
prior set and an increase in the computational cost. The exploration and exploitation capability and the poor convergence
rate of DE have been enhanced in [51] through a new mutation scheme, called triangular mutation rule. In contrast to
the standard DE, where only random or best vectors are included, the proposed scheme relies on a combination of a
random vector and a difference vector between best, better, and worst vectors. Another modification to DE has been
introduced for constrained optimization problems in [83]. This study adopts a dynamic stochastic ranking scheme in
order to keep promising infeasible solutions that are often discarded during the selection procedures. Although the
proposed scheme ensures a fine search balance between feasible and infeasible regions, it brings about an additional
computational complexity to the algorithm.

The performance of Evolutionary Strategy (ES) [64] has been improved in [49] by introducing three simple selection
mechanisms to maintain a higher diversity. Even if the proposed approach does not require an extra parameter and yields
lower computational cost, its weak local search implied by the authors in the paper needs to be further improved.
In [82], an evolutionary-based algorithm with a novel roulette inversion operator has been proposed to maintain a
diverse population. The main goal of the roulette inversion operator is to enable the algorithm to explore every search
dimension evenly. In [8, 9], GA has been hybridized with artificial immune system to help the population move into
the feasible region. Chromosomes are classified as antigens and antibodies depending on the feasibility. Afterwards,
they are subjected to a series of operators such as tournament selection, mutation, crossover, and the like. The higher
computational complexity of the proposed hybrid method is stressed as the obvious drawback of the approach. In [33],
Cuckoo Search (CS) [75] was hybridized with GA through its the generic operators in order to improve poor balance
between global and local search capability of CS. Crossover in GA and the Lévy flight in CS contribute the algorithm
by performing a further diversified global search in the space and reducing the premature convergence problem in CS.
Mutation allows a better local search through a moderate change on individuals. The improved version of Fruit-fly
Optimization Algorithm (FOA) [56], which relies on the excellent behavior of olfaction and vision of the fruit fly while
foraging, has been proposed in order to address the problems of premature convergence and poor quality of solutions in
standard FOA [19]. Linear diminishing and logistic chaotic mapping are employed to avoid becoming trapped in local
optima and to increase stability of FOA, respectively.

To sum up, numerous algorithms and their improvements have been introduced in the literature. However, the re-
search area is still open for further improvements. Before concluding the section, it is also worth mentioning here that
deep learning methods [84, 85, 86] have recently attracted researchers’ attention, owing to their excellent performance
in solving various industrial problems such as security [47], big data [87], image analysis [43], and agriculture [32].

3 Electric Fish Optimization (EFO)

3.1 Electric fish

Electric fish constitute only a fraction of all fish species (∼1.2%, corresponding to 350 electric fish species out of
more than 30,000 total fish species). They live in muddy water where their visual sense are very restricted and most
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of them are nocturnal. However, they possess a species-specific capability, electrolocation, which is the distinguishing
sense capability that electric fish rely upon to locate objects such as prey and obstacles. Electric fish are categorized
as strongly and weakly electric fish, depending on the strength of the electric field they generate. Strongly electric fish
mostly use the electrolocation capability for offensive purposes and their field intensity ranges from 10 to 600 V, which
is sufficient to stun their prey. In contrast, weakly electric fish only generate electric fields of intensity between a few
hundred millivolts and a few volts, which is utilized to navigate, communicate, detect objects, etc. [52].

Electric fish have an electric organ containing special electric disc-like cells (called electrocytes), which are used to
generate an electric field. This organ is generally located at the tail of the body. The simultaneous excitation of electro-
cytes is called electric organ discharge (EOD) in the literature. EOD is characterized by its frequency and amplitude. The
EOD frequency is inversely proportional to the interval between two consecutive electric signals. It is highly affected
by the presence of a novelty (sharp increase) and the distance to the stimulus (regular increase). The EOD amplitude,
however, is proportional to the fish’s size, owing to the electrocytes that are added during growth, and it decays with the
inverse cube of the distance from the body surface [52, 41].

Depending on the EOD activity, electrolocation is examined under two categories: active and passive. In active elec-
trolocation, electric fish generate EOD and sense their near surroundings through the modulations in the electric field.
The effective range of active electrolocation is very limited, but very helpful to fish living in dark and complex envi-
ronments for finding and identifying their prey. In passive electrolocation, electric fish can perceive and react to electric
signals of external sources through their electroreceptors. Contrary to active electrolocation, the effective range of pas-
sive electrolocation is much wider, which allows them to locate objects at distances exceeding the active electrolocation
range and to communicate with other fish.

Electric fish are both electrogenic and electroreceptive, which means they have capability to perceive electric cur-
rents emanated either from their conspecifics’ organs or from organisms living in the same environment, as well as to
generate an electric field, which enables them to communicate with each other through electrical signals. By using this
capability, called electrocommunication, electric fish can exchange information about i) their identity, gender, status in
the hierarchy; ii) their physiological or motivational state; and iii) aspects about their environment, presence of food,
etc. [52].

3.2 Swarm intelligence in electric fish

The term swarm is particularly used for aggregated animals such as fish schools, bird flocks, and colonies of insects
such as ants, bees, and termites. Swarm intelligence, a form of artificial intelligence (AI), is the emergent collective
intelligence of groups of simple swarm agents [11]. It stems from the interaction of agents with their neighbors. In
swarm intelligence, there is no centralized (global level) control structure that dictates how an agent should behave,
but the rules that specify the interactions among the swarm agents are executed at a purely local level. The first use of
the expression ‘swarm intelligence’ dates back to the 1980s in the context of cellular robotic systems [11]. Since then,
researchers in the field of optimization have developed several swarm-based algorithms. In the 1990s, the success of
ACO and PSO in solving different types of problems has attracted researchers to the development of new swarm-based
algorithms.

Self-organization is a key feature of a swarm that results in global level (macroscopic level) response by means
of low-level interactions (microscopic level) [11, 36]. For example, the emerging structure of foraging (macroscopic
level) in ants includes organized networks of pheromone trails (microscopic level). The following four characteristics
are the basic ingredients upon which self-organization relies [11]: Positive feedback, negative feedback, fluctuation, and
multiple interactions. Each characteristic is introduced and explained from the perspective of electric fish as follows:

1. Positive feedback: This promotes the creation of convenient structures. Examples of positive feedback include re-
cruitment of ant or bee species to a food source depending on the trail laying or waggle dance, respectively.

An electric fish that is close to a stimulus or prey source generates an electric field with higher EOD frequency,
which means that it will search in its locality through its active electrolocation capability. As the fish begins to
produce electric more often, it attracts other fish.

2. Negative feedback: This counterbalances the positive feedback, and it is required to avoid saturation, exhaustion,
and competition.

An electric fish far away from a stimulus or prey source decreases its EOD frequency, switches to silent mode, and
thus no longer attracts its conspecific.

3. Fluctuations: This enables the discovery of new solutions, and in a swarm it is crucial for creativity and innovation.
For example, foragers in an ant swarm follow trails with a certain error and may get lost in the colony; the lost
foragers can find new and unexplored new food sources.

A fish perceives electrical stimuli not only from its conspecific’s electric organ, but also from other aquatic organ-
isms.
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4. Multiple interactions: These enable some agents in the swarm to receive information originating from other agents
for information to spread throughout the swarm.

Electric fish communicate with each other through active and passive electrolocation and broadcast messages to
each other about their surroundings: electrocommunication.

3.3 Methodology

All heuristics use a common framework. However, the usage of search operators depends on the model, which is what
differentiates heuristics in the literature [60, 20]. EFO is no exception and uses very simple search operators. The details
of the algorithm will be presented in the subsequent sections. First, the assumptions that transform the behavior of
electric fish into the heuristic algorithm, in accordance with their true nature, are introduced. The first assumption is
that there is an infinite food source in the search space, where one food source is recognized as the best source. Electric
fish, corresponding to the individuals in the algorithm, are located somewhere in the space and carry their location
information. The quality of each individual is determined by its distance to the location of the best source, and hence the
problem at hand becomes a problem of finding the best quality food source. Another assumption, which is inspired by
natural evolution, is that fish possessing high-quality resources over a long period of time grow faster and thus are able
to produce higher-amplitude electric signals than the others [81].

The intelligent behaviors of electric fish are modeled as follows:

– Active electrolocation: Electric fish produce more frequent electric signals by means of their electric organs the
nearer they get to the best food source (Fig. 1-A and Fig. 1-C)).

Active electrolocation has a very limited range, and therefore it has been used to ensure the local search through
individuals with better fitness values, such that these individuals could be better able to search their vicinity, as in
electric fish.

– Passive electrolocation: Other fish do not generate an electric field, but rely on electric signals emanated either from
their conspecific’s electric organ or from animate organisms (Fig. 1-B).

Because passive electrolocation has a wider range than active electrolocation, in the algorithm, it has been used to
balance active electrolocation and to ensure the global search by enabling individuals, particularly those of poor
fitness, to explore distant spaces.

– EOD frequency: In nature, the frequency of electric field generation depends on the closeness to the source. The fish
closest to the best source are expected to produce electric field more frequently than others.

EOD frequency has been used in EFO as a key to determine the role of each individual at time t, because it is an
indicator used by electric fish to find out which individuals are in the vicinity of a better food source. As in nature,
individuals with higher frequency employ active electrolocation, and others use passive electrolocation.

– EOD amplitude: The amplitude of electric field depends on the growth (and thus the size) of the fish, and it deter-
mines the effective range of the electrical stimuli.

In the EFO algorithm, owing to its ability to determine electric fields’ domination, EOD amplitude has been used to
determine the effective range in local search and the probability of individuals’ being sensed in global search.

3.3.1 Population initialization

Initially, the electric fish population (N) (henceforth called individuals) are randomly spread through the search space
by taking into account the boundaries of the space.

xi j = xmin j +φ(xmax j− xmin j) (1)

where xi j represents the position of the ith individual in the population of size |N| (i = 1,2, ..., |N|) in the d-
dimensional search space. xmin j and xmax j are the lower and upper boundaries for dimension j | j ∈ 1,2, ...,d, re-
spectively. φ ∈ [0,1] is a random value drawn from a uniform distribution.

Individuals in the population move around the search space through their active or passive electrolocation capability,
just after the initialization phase. The frequency plays a key role in the EFO algorithm to balance exploration and
exploitation, and is used to determine whether an individual will perform active or passive electrolocation. It enforces
better individuals (active mode individuals), which are most likely to be vicinity of promising regions, to exploit their
neighborhood, and it leads the other individuals (passive mode individuals) to explore the search space so that they
discover new regions, which is essential for multimodal functions.

In the EFO algorithm, as in nature, individuals with a higher frequency employ active electrolocation, and others use
passive electrolocation. The frequency value of an individual ranges from a minimum value fmin to a maximum value
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Fig. 1: Prey detection and communication in a fish swarm. A) Fish (colored blue) perceives the signals from the source.
B) It switches into active mode, generating signals with a higher frequency, and broadcasts its surroundings. C) Other
fish (colored green and brown) in passive mode sense the conspecific’s signal and move toward the source.

fmax. Because the frequency value of an electric fish at time t is strictly related to its closeness to the food source, an
individual’s frequency value ( f t

i ) is derived from its fitness value:

f t
i = fmin +

(
f itt

worst − f iti
t

f itt
worst − f itt

best

)
( fmax− fmin) (2)

where f itt
worst and f itt

best are respectively the worst and best fitness values obtained from individuals in the current
population at iteration t, whereas f itt

i is the fitness value of the ith individual at iteration t. In this study, as the frequency
value is used for a probability calculation, fmin and fmax are set to 0 and 1, respectively.

Apart from the frequency, electric fish have also amplitude information. This determines the active range of a fish
while actively electrolocating, and the probability of being perceived by other passively electrolocating fish, as the
strength of electric field decays with the inverse cube of distance.

The amplitude of an individual depends on the weight of the individual’s previous amplitudes (α in Eq. 3), and
therefore it may not change sharply. The amplitude value of the ith individual (Ai) is calculated as follows:

At
i = αAt−1

i +(1−α) f t
i (3)

where α | α ∈ [0,1] is a constant value that determines the magnitude of the previous amplitude value. In EFO, the
initial amplitude value of the ith individual is set to its own initial frequency value fi.

The frequency and amplitude parameter values of a fish (or individual) are updated based on the proximity of the
fish to the best prey source. In every iteration of the algorithm, the population is divided into two groups based on
the frequency value of each individual: individuals performing active electrolocation (NA) and those performing passive
electrolocation (NP) (i.e., NA∪NP =N). Because the frequency of an individual is compared with a uniformly distributed
random value, the higher the frequency value an individual has, the more likely it is to perform active electrolocation.
The search is then performed by individuals in NA and NP in a parallel manner.

3.3.2 Active electrolocation

The biologically effective range of active electrolocation is limited to approximately half of the fish size, and the fish
is unable to perceive prey outside this range. This means that this capability allows fish to locate any food source in
their immediate vicinity. The local search or exploitation capability of EFO is based on these characteristics of active
electrolocation.

In EFO, all individuals in active mode (performing active electrolocation) move around the search space by modi-
fying their traits. However, only one parameter that is randomly chosen is allowed to be modified, lest the individuals
move too far away from the promising region.

The movement of the ith individual may vary depending on the existence of neighbors inside its active range. If
no neighbor exists (Figure 2-A), it performs a random walk throughout its range, otherwise; it chooses one neighbor
randomly and changes its location depending on this neighbor (Figure 2-B). The optional search contributes an ‘explore
first, exploit later’ approach in EFO. As the individuals are initially far away from each other, they are less likely to
belong to each other’s active range. Therefore, it is very likely for active mode individuals to initially search randomly
in their neighborhood and then start to exploit one of the closest neighbors as the iteration proceeds.
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Fig. 2: Local search demonstration of EFO. Individual in active mode either moves somewhere inside its active range
(A) or search region (B) depending on the existence of neighbors in its vicinity.

The active range of the ith individual (ri) is determined by its own amplitude value (Ai), as in nature. The active
range calculation in EFO is given in Eq. 4.

ri =
(
xmax j− xmin j

)
Ai (4)

To find neighboring individuals (S | S ⊂ N) in the sensing/active range, one needs to measure the distance between
the ith individual and the rest of the population (i.e., N \{i}). The distance between individuals i and k is determined by
using the Cartesian distance calculation:

dik = ‖xi− xk‖=

√√√√ d

∑
j=1

(
xi j− xk j

)2 (5)

In the case where at least one neighbor exists in the active sensing area, EFO uses Eq. 6; otherwise (i.e., S = /0),
Eq. 7 is employed.

xcand
i j = xi j +ϕ

(
xk j− xi j

)
(6)

where k represents a randomly chosen individual from the neighbor set of the ith individual (i.e., k ∈ S and dik ≤ ri )

xcand
i j = xi j +ϕri (7)

where ϕ ∈ [−1,1] in Eq. 6 and 7 is a random number generated from a uniform distribution and xcand
i j represents the

candidate location of the ith individual.

3.3.3 Passive electrolocation

As opposed to active electrolocation, the sensing distance does not depend on the ith individual and exceeds beyond the
range of active electrolocation, as in nature. This is why the passive electrolocation capability fulfills the requirements
of the global search or exploration mechanism of the proposed EFO algorithm.

As mentioned before, the perceiving probability of a signal is directly proportional to its own amplitude value and
the distance to a target individual. Individuals in the passive mode choose other individuals in active mode that propagate
electrical signals depending on a probability, and then change their locations (see Figure 3-A).

The probability of the kth individual in active mode (i.e., k ∈ NA) being perceived by the ith individual in passive
mode (i.e., i ∈ NP) is calculated using Eq. 8.

pk =
Ak/dik

∑ j∈NA
A j/di j

(8)

As seen from the equation, as well as amplitude-based selection, passive electrolocation employs a distance-based
selection mechanism as in Gravitational Search Algorithm [60] and Firefly Algorithm [77]. It is important to note here
that the probabilistic neighbor selection forces passive mode individuals to perform exploration before the exploitation.
Therefore, passive mode individuals choose neighbor individuals at the initial iterations, because the distance is the
dominant factor, which causes the selection of poor individuals and which contributes to the discovery of new regions of
the search space. Amplitude becomes the dominant factor as the iteration proceeds (because the distance between EFO
individuals approaches zero), which causes the selection and local search of the best individuals.
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Fig. 3: Global search demonstration of EFO.

Using various strategies, such as roulette wheel selection as employed here, K individuals are chosen from NA based
on Eq. 8, and then a reference location (xr j) is determined based on Eq. 9 (see Fig. 3-B). The new location is then
generated through Eq. 10.

xr j =
∑

K
k=1 Akxk j

∑
K
k=1 Ak

(9)

xnew
i j = xi j +ϕ (xr j− xi j) (10)

Contrary to the search in active electrolocation, more than one parameter can be modified, such that individuals
explore the search space much faster. However, albeit rarely, there might be a case in which an individual with a higher
frequency performs passive electrolocation. In such a case, that individual would lose its location information com-
pletely, which is not expected owing to the promising region in which it is located. To avoid this, EFO considers Eq. 11
to determine which parameters will be modified. Within the acceptance condition, the probability for such an individual
to modify its whole trait is significantly lowered.

xcand
i j =

{
xnew

i j rand j(0,1)> fi

xi j else
(11)

where rand j(0,1) is a uniform random number generated for the jth parameter.
The final step of passive electrolocation is to modify one parameter of the ith individual using Eq. 12 to increase the

probability of a trait being changed.

xcand
i j = xmin j +ϕ(xmax j− xmin j) rand(0,1)≤ rand(0,1) (12)

where rand(0,1) is a random number generated from a uniform distribution.
If the jth parameter value of the ith individual exceeds the boundaries of the search space, it is relocated to the

boundary of the space that it exceeds:

xcand
i j =


xmin j xcand

i j < xmin j

xcand
i j xmax j > xcand

i j > xmin j

xmax j xcand
i j > xmax j

(13)

The simplified pseudocode of the EFO algorithm and its detailed form are given in Algorithms 1 and 2, respectively.
The active electrolocation phase of EFO is presented in lines 7-16, and passive electrolocation is presented in lines
18-23 in Algorithm 2. These phases determine the complexity of the proposed EFO algorithm. The complexity of the
active and passive phases is mainly governed by the distance calculation of the individuals (lines 9 and 18). Hence, the
time complexities of the active and passive phases are O(|NA|× |N|) and O(|NP|× |NA|), respectively. In addition, the
algorithm has a complexity that is proportional to O(|N|) for the fitness evaluation of the population (line 26). In short,
for one iteration, the time complexity of EFO is O(|N|) and O(|N|2) for the best (when |NA|= 1) and worst cases (when
|NA|= |N|−1), respectively.
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Algorithm 1: Simplified pseudocode of Electric Fish Optimization algorithm.
1 Generate initial population;
2 Evaluate the quality of the individuals;
3 repeat
4 Split the population into two subpopulations (NA, NP) depending on the frequency values of each individual ( f );
5 Perform active and passive electrolocation for the individuals belonging to NA and NP, respectively;
6 Update frequency f and amplitude A values for each individual;
7 until termination criterion is met;

Algorithm 2: Detailed pseudocode of Electric Fish Optimization algorithm.
1 Generate initial population N by Eq. 1;
2 Evaluate fitness value f it of the individual;
3 Calculate frequency f and amplitude A values of every individual by Eq. 2 and 3;
4 repeat
5 foreach i ∈ N do
6 if fi ≥ rand then // active electrolocation phase
7 Randomly choose one parameter j to be modified;
8 Calculate active range (ri) of ith individual;
9 Calculate distance of ith individual to other individuals;

10 Examine neighbor individuals (S) in the sensing area ;
11 if S 6= /0 then
12 Randomly choose one individual k in the active space;
13 Modify jth parameter by Eq. 6;
14 else
15 Modify jth parameter by Eq. 7;
16 end
17 else // passive electrolocation phase
18 Considering p values (Eq. 8), probabilistically choose K individuals from actively electrolocating population NA;
19 Modify all parameters of ith individual by Eq. 9, 10 and accept only parameters to be modified considering Eq. 11;
20 if rand(0,1)≤ rand(0,1) then
21 Determine one more parameter j to be modified;
22 Modify jth parameter by Eq. 12;
23 end
24 end
25 Check for boundaries and apply Eq. 13 for those exceeding search space;
26 Evaluate quality of new source and accept if found better;
27 end
28 Update frequency and amplitude values of the population N;
29 until termination criterion is met;

3.4 Search strategy

A fine trade-off between exploration and exploitation characteristics is very important for the overall efficiency and
performance of an algorithm. It is less likely, or maybe impossible, for an algorithm to converge to the optimal solution
in the case of too much exploration, which leads to performance degradation. Algorithms that mostly favor exploitation,
however, may get stuck in a local optimum, even if they have fast convergence [72, 79]. In addition, an ‘explore first,
exploit later’ approach should also be taken into consideration to further improve the optimization performance [70].

The proposed EFO enables well-balanced exploration and exploitation, owing to a metaphor that relies upon the very
nature of electric fish. The search strategy of EFO fundamentally relies on three key factors: frequency, amplitude, and
the distance among EFO individuals. A trajectory plot that captures the positions of EFO individuals (10 individuals
in total) during 1000 iterations on two-dimensional Michalewicz function (F24 in Table A.1) has been used to better
explain the search strategy of EFO, as shown in Figure 4.

The frequency-based mode determination in EFO individuals forces better individuals to perform exploitation and
other individuals to perform exploration. As seen from the figure, active mode individuals are somewhere closer to the
promising regions (local and global optima) throughout the search space, which enables them to behave more exploita-
tively, and passive mode individuals to discover new regions as they are too far away from the these regions.

Amplitude and distance, however, have a cooperative role in maintaining the ‘explore first, exploit later’ approach.
As seen in the figure, the individuals are initially far away from each other and then approach as the iteration proceeds.
Therefore, active mode individuals are more likely to perform random search in their vicinity at the beginning of the
search, as they are less likely to belong to each other’s active range. They start to exploit one of the closest neighbors
as the iteration proceeds. Passive mode individuals, however, choose ordinary individuals at the beginning of the search
because of the distance that plays a key role initially, which leads EFO to discover unseen regions. As the search reaches
to the final iterations, the elite individuals are more likely to be chosen as the distance approaches zero, which makes the
amplitude dominant in the determination of neighbor individuals, which increases the exploitation capability of EFO.
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Fig. 4: Trajectory plot tracing the positions of EFO individuals on two-dimensional Michalewicz function.

The main differences between EFO and the competitor algorithms in terms of the search strategy are outlined as
follows:

– EFO is a population-based algorithm, unlike SA and VS, and it makes use of multiple individuals to find an optimal
solution in the search space, which makes EFO a better algorithm for solving complex problems.

– Evolutionary-based GA and DE rely on generic operators such as selection, crossover, and mutation, whereas EFO
uses frequency, amplitude, and distance to control the diversity and intensity of the population throughout the search.

– PSO makes use of the particle’s and population’s best in the previous iterations; EFO, however, takes only the current
population into consideration. Moreover, it does not consider only elite individuals to ensure better exploration
capability.

– Onlooker individuals in ABC take only one neighbor individual at every iteration, whereas in EFO, passive mode
individuals rely on more than one neighbors to reduce the likelihood of being trapped in local optima.

– Unlike to ABC and PSO, EFO initially has a much lower tendency to choose individuals with better fitness values,
owing to the inclusion of distance in the algorithm to discover the search space efficiently, which also maintains the
‘explore first, exploit later’ approach.

There are also considerable differences between EFO and competitor algorithms in terms of the optimization per-
formance. The superior search capability of EFO with respect to the competitor algorithms has been proven through the
experimental findings, which are presented in the following section.

4 Experiments

To evaluate the optimization capability of the proposed algorithm, three experiments have been conducted and EFO
has been compared with a selection of well-known algorithms with a wide range of characteristics (including single-
solution-based, population-based, evolutionary-based, and swarm intelligence-based). The first experiment comprises
basic and complex mathematical benchmark function sets and the problems in these sets are bound-constrained. The
second experiment comprises a clustering problem set; these problems do not possess any type of constraints, includ-
ing bound constraints. The third experiment, however, comprises well-known constrained real-world design problems,
which have both bound and design constraints. The problem sets and competitor algorithms are introduced in detail in
the following subsections.

4.1 Benchmark sets

4.1.1 Mathematical benchmark functions

In the first experiment, EFO was tested on two benchmark sets, including a well-known selection of 50 basic and 30
complex mathematical functions, known as the CEC’17 Benchmark Suite [5], which were obtained from the studies
of Karaboga and Akay [35] and Awad et al. [5], respectively. The details of these problems are provided in Table A.1
and A.2.

The mathematical benchmark functions are divided into six classes depending on their characteristics: unimodal,
multimodal, separable, nonseparable, hybrid, and composition. A unimodal function (F1–F17 in Table A.1 and F1–F3
in Table A.2) is a function that contains only one optimum in its search space and it is used to measure how effectively an
algorithm performs local search; a multimodal function (F18–F50 in Table A.1 and F4–F10 in Table A.2) has multiple
local or global optima and in order for an algorithm to achieve better performance, it must exhibit a better exploration
capability. Design parameters are independent of each other in a separable function (F1–F5, F18–F26 in Table A.1),
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which means the cost of a separable function is the sum of the costs independently calculated from every parameter.
A nonseparable function (F6–F17, F27–F50 in Table A.1) has design parameters that are interrelated to each other,
which makes them much more complex compared to separable functions. A hybrid function (F11–F20 in Table A.2)
comprises a number of subcomponents that represent the basic function. As for a composition function (F21–F30 in
Table A.2), it merges the characteristics of subfunctions to maintain continuity around global/local optima. Heuristics
are very successful in solving problems with few parameters. However, they face another problem known as the curse of
dimensionality, as the parameter size increases and data points in the search space become very sparse [80]. The number
of design parameters to be optimized in the basic mathematical benchmark function set varies from 2 to 30, whereas it
is 10 for all the complex mathematical benchmark functions. For a list of constant parameters of some functions, refer
to [35] and [5].

4.1.2 Clustering problems

The performance of EFO as a clustering technique is investigated in the second experiment. Clustering is a process that
aims to determine the optimal cluster centers to gather objects with great similarities into the same cluster or, in other
words, to separate different objects from the same cluster as much as possible. Here, the distance measurement generally
determines the similarities among objects. The formal definition of the clustering problem, also known as unsupervised
learning in the literature, is as follows: given O objects, assign every object into one of C clusters such that it minimizes
the Euclidean distance between every object and the center of the cluster to which it belongs:

J(w,z) =
O

∑
i=1

C

∑
j=1

wi j||xi− z j||2 (14)

where xi and z j are the locations of the object i and cluster j, respectively. wi j is a weight parameter that takes either 1
(if i belongs to the jth cluster) or 0 (otherwise).

The goal of an optimization algorithm is to find the optimal C cluster centers from an infinite number of candidate
cluster centers by minimizing the fitness function. Every individual in EFO represents a candidate solution to the clus-
tering problem, which is actually a vector containing C clusters. The cost function for determining the quality of the ith
individual in EFO is adopted as follows:

fi =
1

DTrain

DTrain

∑
j=1

d(x j, p
CLknown(x j)
i ) (15)

where DTrain is the number of instances used for training purpose and p
CLknown(x j)
i is the label of the class to which

instance x j belongs.
In this experiment, 13 datasets from a well-known database repository in literature, the UCI repository [10], are

used. Each dataset contains actual data collected from different domains. These datasets and their features are listed
in alphabetical order in Table 1. In this table, the total number of objects (O) and clusters (C); number of features (F);
percentages of continuous, integer, Boolean values (%num), and nominal values (%symb); flag (miss) indicating whether
a dataset contains missing attribute values; and percentage of classes (%major) to which the majority of instances
belongs are listed.

Table 1: Datasets and their properties.
O C F %num %symb miss %major

Balance 625 3 4 100 0 No 46
Cancer 569 2 30 100 0 No 63
Cancer-Int 699 2 9 100 0 Yes 66
Credit 690 2 51 40 60 Yes 56
Dermatology 366 6 34 97 3 Yes 31
Diabetes 768 2 8 100 0 No 65
E.Coli 327 5 6 88 12 No 43
Glass 214 6 9 100 0 No 36
Heart 303 2 35 100 0 Yes 54
Horse Colic 364 3 58 32 68 Yes 61
Iris 150 3 4 100 0 No 33
Thyroid 215 3 5 100 0 No 70
Wine 178 3 13 100 0 No 40
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4.1.3 Real-world design problems

The main purpose of this experiment is to validate the performance of EFO on real-world problems, as most of these
problems involve equality and/or inequality constraints. Different approaches have been proposed in the literature to
handle design constraints. Because of its simplicity and ease of implementation, the common approach to handle con-
strained problems is the penalty method. The penalty method maps the constrained search space to the unconstrained
search space through a penalty function that introduces all the equality and inequality constraints into the fitness function
of the problem, such that it penalizes all the constraint violations (see Eq. 16). In this experiment, the penalty method
has been employed as a constraint handling method.

minΠ(X) = f (X)+
n

∑
j=1

µ jg2
j(X)+

p

∑
k=1

υkq2
k(X) (16)

In this equation, g and q represent the costs of inequality and equality constraints, respectively, and µ(> 0) and
υ(> 0) are the weights employed for the inclusion of constraints in the fitness function. These values should be fine-
tuned, as an excessively large value considerably increases the complexity of the search space and feasible solutions
may not be found throughout the run; an excessively small value, however, leads to a constraint violation problem as
is does not yield a considerable cost to the problem fitness. It is empirically observed that EFO is able to yield feasible
solutions when µ and υ are taken as 104. Therefore, they are set to 104 in the experiments. The penalty function is equal
to the fitness function, i.e., Π(X) = f (X), when a solution found is feasible.

In this experiment, the five most popular real-world engineering benchmark problems have been chosen: welded-
beam, spring design, pressure vessel, three-bar truss design, and speed reducer. These problems are introduced in the
following paragraphs.

Welded-beam design problem: The main objective of the welded-beam problem is to manufacture a beam that is made
of low-carbon steel (C-1010) and welded to a rigid member within a minimum fabrication cost. This problem was
introduced to the literature as a benchmark structural engineering problem by Rao [59]. Figure 5 presents the beam and
the member.

Front view

h
l t

beam

member

Top view

b

beam

member

Fig. 5: Welded-beam design.

The problem has four design parameters and five inequality constraints. The parameters to be optimized are h (x1),
the thickness of the weld; l (x2), the length of the welded joint; t (x3), the width of the member; and b (x4), the thickness
of the member. The first two variables are discrete and are multiples of 0.0065. EFO is adopted by rounding the values
of these parameters to the nearest integer. The bound constraints of these parameter variables are: 0.125 ≤ x1 ≤ 5 and
0.1 ≤ x2,x3,x4 ≤ 10.

Spring design problem: The purpose of this design problem is to obtain a minimum-weight spring to achieve its optimal
parameter values [3]. The problem with the variables to be optimized is demonstrated in Figure 6.

There are three design variables and four inequality constraints in this problem. The wire diameter d (x1), the mean
diameter D (x2), and the number of active coils N (x3) are the design variables of this problem. The bound constraints
of these parameters are 0.05 ≤ x1 ≤1, 0.25 ≤ x2 ≤ 1.3, and 2 ≤ x3 ≤ 15.

Pressure vessel problem: The pressure vessel problem, where the objective is to minimize the cost value including
welding, material, and forming costs, has four design variables and four inequality constraints. The problem was pro-
posed by Sandgren [62]. Figure 7 depicts the schematic of the problem with its design parameters. The thickness of the
shell Ts (x1), the thickness of the head Th (x2), the inner radius R (x3), and the length of the cylindrical section of the
vessel L (x4) are the design variables.
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Fig. 6: Spring design problem.
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Fig. 7: Pressure vessel design problem.

The bound constraints of these design variables are: 1×0.0625≤ x1,x2 ≤99×0.0625 and 10≤ x3,x4 ≤ 200. The first
two variables (the thicknesses) are discrete and are multiples of 0.0625. As in the welded problem, EFO is adopted here
by rounding the values of these parameters to the nearest integer to handle discrete variables.

Three-bar truss design: The three-bar truss design problem is one of the well-known constrained mechanical design
problem in the literature, where the objective is to design a three-bar truss through minimizing the volume. The schematic
of three-bar truss design problem is given in Figure 8.

l l

x1x1 x2
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Fig. 8: Three-bar truss design problem.

As shown in the schematic (Fig. 8), there are two parameters to be optimized in this problem, which represent the
cross-sectional areas (x1 and x2). The bound constraints of these parameters are 0 ≤ x1,x2 ≤ 1. The problem also has
three inequality design constraints.

Speed reducer: The speed reducer problem, proposed by Golisnki [26], represents the design of a gearbox. The objective
of this problem is to minimize the total weight of the speed reducer. The schematic of the speed reducer problem is given
in Figure 9.
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Fig. 9: Speed reducer design problem.
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As seen from Fig. 9, there are seven design variables (three of these, from x2 to x4, lie at the boundaries of the
feasible search space) and eleven design constraints, four of which are linear and seven are nonlinear, which makes this
problem a much more challenging benchmark [25]. The face width d (x1), module of teeth m (x2), number of teeth in
the pinion z (x3), length of the first shaft between bearings l1 (x4), length of the second shaft between bearings l2 (x5),
diameter of the first shaft d1 (x6), and diameter of the second shaft d2 (x7) are the design parameters to be optimized.
The bound constraints are: 2.6≤ x1 ≤ 3.6, 0.7≤ x2 ≤ 0.8, 17≤ x3 ≤ 28, 7.3≤ x4 ≤ 8.3, 7.8≤ x5 ≤8.3, 2.9≤ x6 ≤ 3.9,
and 5≤ x7 ≤ 5.5.

4.2 Competitor heuristics

In addition to the benchmark set used to prove the optimization success of the algorithm, the choice of competitor
algorithms is also very important. Several heuristics have been proposed in the literature. To verify the effectiveness of
our proposed contribution, EFO has been compared with well-known heuristics from the literature.

In the first two experiments, EFO was compared with two single-solution-based (SA and VS) and four population-
based heuristics (GA, DE, PSO, and ABC); the general characteristics of these heuristics are outlined in Table 2. The
pseudocode for these algorithms is provided1. It is important to note here that we have intentionally excluded FEO as
a competitor heuristic, because its performance is too weak. Speaking concretely, EFO has outperformed FEO in all of
the 12 benchmark functions employed in [27].

Table 2: Outline of the heuristics.

Class Solution Type Motivation Parameter
SA Single solution-based Swarm-based Real-valued Thermal equilibrium Initial temperature,

cooling factor
VS Vortex pattern N.A.
GA

Population-based

Evolution-based
Binary-coded

Survival of the fittest
Crossover and
mutation rates

DE

Real-valued

Crossover and
scaling factor

PSO

Swarm-based

Cognitive and social
experiences

c1, c2, and ω

ABC Scout,
employer, and
onlooker bees

limit

EFO Active and passive
electrolocation

α and K

The final experiment considers only the studies that were recently proposed for solving constrained design prob-
lems to determine the success rate of EFO: i) Novel approaches such as ABC [1], ISA [24], CSA [4], STA [28],
BFO [48], BSA [71], and TLBO [58]; ii) modified versions of some heuristics such as TCA [2], PSO [16, 63], FOA [19],
DE [50, 51, 83], EA [49, 82]; and iii) hybrid approaches such as Genetic Algorithm-Artificial Immune System (GA-
AIS) [8, 9], Particle Swarm Optimization-Differential Evolution (PSO-DE) [44], and Cuckoo Search-Genetic Algorithm
(CSGA) [33] have been used as competitor heuristics for the problems in this experiment.

4.3 Design of experiments

There are several factors that directly affect the performance of an optimization algorithm, such as the initial condition,
problem type, and complexity. The parameter setting of an algorithm is also a crucial factor, and determining the optimal
or approximate values of parameters introduces a separate problem (known as a parameter tuning problem in the liter-
ature) [61]. The parameter settings of each algorithm should optimally be tuned to achieve a fair comparison, which is
necessary to ensure the reliability of the experiments. Because finding the optimal parameter values requires very costly
large-scale experimentation [65], the design of experiments (DoE) methodology is applied to tune the parameter values,
including the population size of each algorithm in this study. The DoE methodology uses a second-order linear model
to identify approximations to the optimal parameters.

y = β0 +∑
i

βixi +∑
i

∑
j>i

βi jxix j ∑
i

βiix2
i + ε (17)

where y is a response variable representing the fitness value obtained from the parameter setting x. After the coefficient
β is estimated, approximations to the optimal parameter values are obtained by applying quadratic programming.

Because it would be exhaustive to obtain the optimal values for each possible parameter setting, three-level fractional
design is employed, where each parameter is set to three levels (referred to as high, intermediate, and low). Function
evaluation number (FEN) is employed as the termination criterion of a single run. Every algorithm is run twice with
500,000 and 20,000 FENs for the first and second experiments at each parameter setting, respectively. Therefore, ABC is
executed 31 × 2 times, SA is executed 32 × 2 times, GA, DE, and EFO are executed 33 × 2 times, and PSO is executed
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Table 3: Approximate optimal parameter values for EFO and competitor algorithms.

Algorithms & Parameters Value Range Optimal Parameter Value
Experiment 1 Experiment 2

SA
Initial temperature [10, 100] 79.575 73.601
Cooling factor [0.01, 0.99] 0.476 0.235

GA
Crossover rate [0.01, 0.99] 0.772 0.842
Mutation rate [0.01, 0.20] 0.059 0.011
Population size [20, 100] 64 44

DE
Crossover rate [0.01, 0.99] 0.318 0.839
Scaling factor [0.01, 0.99] 0.705 0.613
Population size [20, 100] 61 43

PSO
Magnitude for cognitive best (c1) [0.01, 2.00] 1.594 1.291
Magnitude for social best (c2) [0.01, 2.00] 1.526 1.307
Inertia for old velocity (ω) [0.01, 0.99] 0.502 0.923
Population size [20, 100] 65 67

ABC
Population size [20, 100] 62 40

EFO
Magnitude for old amplitude (α) [0.01, 0.99] 0.416 0.501
Max. number of neighbor inds. (K) [1, d|N|/2e] 20 8
Population size [20, 100] 65 20

34 × 2 times on each problem. As VS is a single-solution-based and parameter-free algorithm it has been discarded
from the parameter tuning. The parameters with their range as well as their optimal values obtained by using the DoE
methodology for the first and second experiments are outlined in Table 3. FEN is set to 500,000 and 20,000 for the
first and second experiment, respectively. These parameter values of EFO are set according to each problem in the third
experiment and they are given in Section 4.4.3. It is important to note here that while the DoE methodology tries to
find the optimal values of parameters, it also explores their interactions with other parameters. However such interaction
effects have not been explicitly investigated in both the proposed EFO algorithm and its competitor algorithms in this
study. For a heuristic algorithm to be regarded as robust, its performance should be less sensitive to differences in the
problem characteristic and tuning parameters [7]. The empirical findings from 50 basic benchmark functions reveal that
EFO is not dependent on parameter settings and shows similar performance on problems with different characteristics.
These results prove the robustness of the proposed EFO algorithm. Therefore, even though the DoE methodology was
applied for finding the optimal parameters in this study, it is believed that any parameter settings (other than the optimal
parameters) could be employed to yield sufficiently feasible solutions for the problem of interest.

4.4 Results

4.4.1 Experiment 1 (on bound-constrained mathematical problems)

In this experiment, each algorithm has been run 30 times and the best fitness value obtained from each run has been
considered when calculating the mean, deviation, and best values. The mean values provide insight into the overall
performance of the algorithm. Owing to their stochastic nature, heuristics can produce different results each time, and
thus the standard deviation is a good indicator to reveal the extend to which an algorithm can produce similar results. The
best value is obtained from the mean values of several runs, indicating the best performance obtainable. All algorithms
have been run in parallel using a server machine (24 core Intel R© Xeon CPU, 48 GB RAM).

Some functions, such as Easom (F7 in Table A.1), have a valley-type global minimum which is very small compared
to their entire search space. Heuristics seek the search space considering the fitness quality of the population. However,
such functions do not provide fitness information, because the population is initially far away from the narrow global
minimum. This case has also been observed in our experiments: the standard deviation of the fitness values of the
population is very close to 0. To avoid this, the frequency of each individual is set to a random value (i.e., f = rand(0,1)
when σ( f it(N))< ε). The ε value is set to 10-5 in this study.

The mean, standard deviation, and best values obtained from both the basic and complex mathematical benchmark
functions are provided in detail1. Although these results shed light on the performance of the algorithms, a pairwise
statistical test has also been employed to further investigate any significant differences between the algorithms. Pairwise
tests are divided into two categories, problem-based and multiproblem-based. Problem-based testing considers the best
results obtained from several runs of an algorithm against a particular problem, whereas multiproblem-based testing
considers the average of the best results obtained from several runs. Problem-based pairwise comparisons have been
widely used to compare the performance of two given algorithms [14, 17]. The problem-based Wilcoxon Signed Rank
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Test at a statistical significance level of 95% is employed in this experiment. The problem-based statistical results for
the basic and complex mathematical benchmark functions are provided in Table 4 and 5, respectively.

In this study, the researcher’s null hypothesis is that there is no statistically significant difference between the median
of the results produced by EFO and its competitor algorithm (C); i.e., median (EFO) = median (C). To speculate that EFO
performs much better on a given problem, the null hypothesis should be rejected or an alternative hypothesis should be
accepted. T+ and T- values in Table 4 and 5 are the sum of the ranks for the problem in which the competitor algorithm
outperforms EFO and is inferior to EFO, respectively. These values are examined to reject or to accept [17]. The (+/-/=)
marks in column W are used to show statistical findings. A ‘+’ mark indicates a case where the null hypothesis is rejected
and EFO exhibited superior performance, whereas a ‘-’ mark indicates a case where the null hypothesis is accepted and
EFO exhibited inferior performance; the ‘=’ mark indicates no statistical finding to reject or to accept the null hypothesis
and EFO performs similar performance with its competitor. The last row of the table shows the total count (+/-/=) of the
cases.

Table 6 shows problem-type-classified statistical results of the first experiment. As in most modern development
tools, values below 10-16 are accepted as 0 during the statistical pairwise comparison in this study, because an arithmetic
precision that is higher than necessary makes it difficult to compare the local search abilities of the algorithms [14]. From
the problem-type statistical results for the basic benchmark functions in Table 6, it is seen that EFO outperforms all its
competitors without exception, which is also the case for the complex benchmark functions, with the only exception that
DE outperforms EFO on the eight problems overall. It is also seen that EFO obtains overwhelmingly better results on the
multimodal, hybrid (except DE), and composition (except ABC) functions, and it shows similar or better performance
on unimodal functions. The experiment results support that EFO does not face a curse of dimensionality problem due to
its better performance on problems with high dimensions (15 out of 50 basic mathematical problems). Moreover, EFO
has shown a better or comparative performance on hard problems such as Perm and Power Sum problems, where the
global optimal solutions lie at the boundaries of the search space.

In addition to the Wilcoxon’s sign test, the VIKOR (Vise Kri-terijumska Optimizacija I Kompromisno Resenje) [55]
and TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) [31] ranking methods are applied for the
performance evaluation of EFO and its competitor heuristics on basic and complex mathematical benchmark problems.
VIKOR and TOPSIS are the multicriteria decision-making (MCDM) methods considering the ranking of alternatives.
They make use of a decision matrix, weight vector, and real number (v) to calculate rankings. In this study, a 7×T PS
decision matrix is given, in which rows represent the heuristic methods (alternatives) and columns represent the mean
performance obtained through a heuristic on the problem (criteria). In addition, a 1×T PS weight vector is given. Because
each problem is given equal weight, each value in this vector is equal to 1/T PS. Finally, v is set to 0.5 in the ranking
calculation. Here, T PS represents total problem size, which is equal to 50 and 30 for the basic and complex problem
sets, respectively. Table 7 shows the rankings of EFO and its competitor heuristics evaluated separately on the basic and
complex benchmark functions. The VIKOR and TOPSIS ranking values that are evaluated on the basic benchmark set
and the VIKOR ranking values that are evaluated on the complex benchmark sets support the superior performance of
EFO over its competitors as well. However, according to the TOPSIS ranking values, EFO showed inferior performance
to DE but much better than the other competitors on the complex benchmark function set.
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Table 6: Problem-type-based statistical comparison of EFO for mathematical benchmark functions.

Basic benchmark functions
Problem Type EFO vs. SA EFO vs. VS EFO vs. GA EFO vs. DE EFO vs. PSO EFO vs. ABC

US 2/2/1 2/2/1 4/1/0 1/4/0 0/4/1 3/2/0
UN 9/2/1 4/6/2 8/4/0 4/7/1 2/7/3 6/4/2
MS 4/1/3 4/4/0 4/4/0 2/6/0 4/4/0 0/8/0
MN 21/2/0 3/15/5 12/9/2 2/17/4 11/9/3 8/14/1
Total (+/=/-) 38/7/5 13/29/8 29/19/2 9/36/5 17/26/7 17/30/3

Complex benchmark functions

U 1/1/1 1/1/1 2/1/0 0/1/2 1/1/1 2/1/0
M 6/1/0 5/2/0 7/0/0 2/4/1 6/1/0 3/4/0
H 9/1/0 8/1/1 7/1/2 0/1/9 6/3/1 3/5/2
C 9/1/0 4/4/2 8/2/0 6/0/4 9/1/0 0/7/3
Total (+/=/-) 25/4/1 18/8/4 24/4/2 8/6/16 22/6/2 8/17/5

Table 7: Ranking scores evaluated using VIKOR and TOPSIS methods for basic and complex mathematical benchmark
functions

Methods
Basic benchmark functions Complex benchmark functions

VIKOR TOPSIS VIKOR TOPSIS
Q j Rank R j Rank Q j Rank R j Rank

SA 0.5000 6 0.4946 7 0.9355 7 0.4187 7
VS 0.0781 4 0.8455 3 0.3760 2 0.8163 3
GA 0.3468 5 0.5364 6 0.5399 5 0.6604 6
DE 0.0351 3 0.8327 4 0.4694 4 0.9749 1
PSO 0.6598 7 0.7680 5 0.6308 6 0.6920 5
ABC 0.0154 2 0.9338 2 0.4521 3 0.7328 4
EFO 0.0000 1 0.9879 1 0.0000 1 0.9113 2

The convergence rate indicates how long it takes for an algorithm to find a solution. The problem known as premature
convergence occurs when an algorithm converges to a local optimum and is no longer able to explore other parts of the
search space [73]. To reveal the comparative convergence capability of EFO, the change in fitness value obtained from
basic and complex mathematical benchmark functions with respect to the iteration is comparatively shown in Figures B.1
to B.3. Because SA is not an iteration-based heuristic, it is excluded from all these figures. The convergence behaviors
demonstrate that EFO showed better or at least highly competitive performance on the problem set with respect to
the convergence speed and also that VS, which showed a much more compelling performance than most of the other
competitors, exhibited much slower convergence behavior on almost all the problems.

4.4.2 Experiment 2 (on unconstrained clustering problems)

Contrary to the first experiment, where the benchmark itself directly measures the performance of an algorithm, this
experiment comprises two phases: training and testing. We have used the first 75% of every dataset for the training
purpose and the last 25% for the testing purpose.

The first phase of this experiment, training, is crucially important for evaluating the learning capability of the al-
gorithm. It should be noted that, as in [21] and [38], the purpose of the clustering in this study is to learn the optimal
clustering centers with a priori knowledge of the number of clusters. However, there are also studies [6, 23] in the lit-
erature that aim to optimize also the number of clusters. Optimal cluster centers are learned through the training phase
according to Eq. 15.

Testing reveals how well an algorithm classifies instances taken as a subset of the whole dataset. In the testing
phase, every instance in the test dataset is assigned to a class depending the Euclidean distances to the cluster centers
learned during the training phase. To evaluate the clustering performance of EFO, we have used the classification error
percentage (CEP), the percentage of misplaced instances of the whole test dataset:

CEP =
# o f misplaced instances

total number o f test instances
(18)

The comparative CEP and ranking values obtained from the testing phase are shown in Table 8. The results indicate
that EFO performs best on 11 out of 13 problems. The comparative findings of the first two experiments strongly
support the NFL [74] theorem. GA that performs worse in the first experiment shows very compelling performance
on the clustering problems, whereas VS and PSO that are very competitive in the first experiment are inferior in this
problem. To reveal the overall performance of the algorithms, the average CEP values calculated from all the problems
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and general ranking based on the average values are provided in Table 9. Upon close inspection of the average CEP
values and the rankings, it can be seen that EFO has the best performance overall.

Table 8: Classification error percentages and rankings (within parenthesis) of the algorithms.

Problem SA VS GA DE PSO ABC EFO

Balance 25.64 (2) 57.05 (3) 25 (1) 25 (1) 25.64 (2) 25 (1) 25 (1)
Cancer 6.34 (3) 31.69 (5) 4.93 (1) 5.63 (2) 7.04 (4) 4.93 (1) 4.93 (1)
Cancer-int 2.86 (1) 6.86 (2) 2.86 (1) 2.86 (1) 2.86 (1) 2.86 (1) 2.86 (1)
Credit 21.51 (1) 49.42 (5) 25 (2) 26.16 (3) 26.16 (3) 40.7 (4) 26.16 (3)
Dermatology 6.52 (2) 65.22 (7) 23.91 (6) 7.61 (3) 8.7 (4) 18.48 (5) 5.43 (1)
Diabetes 22.92 (2) 63.02 (3) 22.92 (2) 22.4 (1) 22.92 (2) 22.4 (1) 22.4 (1)
E-coli 14.63 (1) 93.9 (2) 14.63 (1) 14.63 (1) 15.85 (1) 14.63 (1) 14.63 (1)
Glass 39.62 (2) 88.68 (5) 41.51 (3) 37.74 (1) 52.83 (4) 52.83 (4) 37.74 (1)
Heart 17.11 (1) 38.16 (3) 18.42 (2) 17.11 (1) 18.42 (2) 17.11 (1) 17.11 (1)
Horse 43.96 (5) 46.15 (6) 40.66 (3) 42.86 (4) 32.97 (1) 36.26 (2) 42.86 (4)
Iris 2.63 (1) 84.21 (2) 2.63 (1) 2.63 (1) 2.63 (1) 2.63 (1) 2.63 (1)
Thyroid 5.66 (1) 26.42 (2) 5.66 (1) 5.66 (1) 5.66 (1) 5.66 (1) 5.66 (1)
Wine 4.44 (1) 51.11 (3) 4.44 (1) 4.44 (1) 6.67 (2) 4.44 (1) 4.44 (1)
# of being 1st ranking 7 0 7 9 5 9 11

Table 9: Average classification error percentages and ranking of the algorithms.

SA VS GA DE PSO ABC EFO

Average CEP 16.45 53.99 17.89 16.52 17.57 19.07 16.30
Rank 2 7 5 3 4 6 1

4.4.3 Experiment 3 (on both bound and design constrained real-world problems)

The performance of EFO has been tested through 30 separate runs for every problem introduced in Section 4.1.3, as in
the first experiment. A cost function in which fitness function of the problem as well as all its constraints are included
through the penalty method has been targeted for optimization in this experiment. The obtained best, average, and worst
performances as well as the average search time, population size, and function evaluation numbers are given in Table 10.

Table 10: General performance of EFO measured on the design problems.

Optimal parameter values

problem best mean worst std. dev. avg. time (s) α K pop. size FEN

welded-beam 1.8555 2.2719 2.4984 0.1626 17.714 0.664 9 15 30,000
spring design 0.012650 0.012703 0.012789 4.23e-05 10.508 0.990 12 15 30,000
pressure vessel 6,059.60 6,102.87 6,138.60 20.998 12.038 0.989 13 25 50,000
truss design 263.895409 263.8954 263.8955 3.62e-05 5.0707 0.588 5 10 30,000
speed reducer 2,996.243 2,996.243 2,996.243 5.19e-08 1.923 0.989 6 10 10,000

From the statistical findings in Table 10, it can be concluded that EFO showed a consistent performance on the spring
design, three-bar truss design, and speed reducer problems, whereas it produced results with much higher deviation on
the pressure vessel problem. In spite of the much higher evaluation number used in the pressure vessel problem than
that used in the other problems, it is seen that the average time taken for EFO to complete the search process is less than
that in the welded-beam problem. This is due to the computational complexity of the constraints of the welded-beam
problem.

Detailed comparative best performances of EFO and the approaches already proposed in the literature are presented
in Tables 12 to 16 for the welded-beam, spring design, pressure vessel, three-bar truss, and speed reducer problems. The
minimum cost obtained, optimal design parameter values to ensure a minimum cost, as well as the FENs to find this
cost are provided in these tables. The constraint values of the design problems obtained by the EFO algorithm are given
in Table 11.

Table 11: Constraint values of the best solution of design problems obtained by EFO.

welded-beam spring design pressure vessel speed reducer truss design

g(1) -22.3465 -0.0003 0.0000 0.0000 -0.0739
g(2) -959.2553 0.0000 -0.0359 -1.4642 -0.1980
g(3) -0.0023 -4.0382 -1.5256 -0.5358 -0.4992
g(4) -3.3271 -0.7326 -63.3700 N.A. -0.9015
g(5) -0.1090 N.A. N.A. N.A. 0.0000
g(6) -0.2352 N.A. N.A. N.A. 0.0000
g(7) -2770.9099 N.A. N.A. N.A. -0.7025
g(8) N.A. N.A. N.A. N.A. 0.0000
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Table 11: Constraint values of the best solution of design problems obtained by EFO.

welded-beam spring design pressure vessel speed reducer truss design
g(9) N.A. N.A. N.A. N.A. -0.5833
g(10) N.A. N.A. N.A. N.A. -0.0513
g(11) N.A. N.A. N.A. N.A. -0.0109

Table 12: Comparative best performance on the welded-beam design problem.

Researchers Method FEN x1(h) x2(l) x3(t) x4(b) Cost

Akay and Karaboga [1] ABC 30,000 0.2057 3.4704 9.0366 0.2057 1.7249
Aragon et al. [2] TCA 320,000 0.2444 6.2186 8.2915 0.2444 2.3811
Bernardino et al. [9] GA-AIS 320,000 0.2444 6.2183 8.2915 0.2444 2.3812
Bernardino et al. [8] GA-AIS 320,000 0.2443 6.2202 8.2912 0.2444 2.3812
Datta and Figueira [16] PSO N.A. 0.1875 1.7821 8.2500 0.2500 1.9553
Gandomi et al. [24] ISA 30,000 0.2443 6.2199 8.2915 0.2443 2.3812
Gandomi et al. [24] CSGA 30,000 0.2443 6.2199 8.2915 0.2443 2.3812
Han et al. [28] STA 60,000 0.2053 3.2603 9.0366 0.2057 1.6956
Kanagaraj et al. [33] CSGA 25,000 0.2443 6.2175 8.2915 0.2444 2.3809
Montes and Ocana [48] BFO 48,000 0.2057 3.4711 9.0367 0.2057 2.3868
Wang et al. [71] BSA 60,000 0.2057 3.4704 9.0366 0.2057 1.7249
Zhang et al. [83] DE 24,000 0.2444 6.2175 8.2915 0.2444 2.3810
Zhang et al. [82] EA 28,897 0.2443 6.2201 8.2940 0.2444 2.3816
Present Study EFO 30,000 0.2340 3.1135 8.5707 0.2362 1.8555

From the comparative cost values in Table 12, it can be seen that EFO showed better performance than TCA [2],
GA-AIS [8, 9], PSO [16], ISA [24], and BFO [48], with a much lower FEN. DE [83], EA [82], and CSGA [33] are also
inferior to EFO, but with a lower FEN than EFO. ABC [1], STA [28], BSA [71] are better methods for this problem
than EFO; however, they all considered the first two parameters as continuous, when in fact they should be discrete and
integer multiples of 0.0065 [25].

Table 13: Comparative best performance on the spring design problem.

Researchers Method FEN x1(d) x2(D) x3(N) Cost

Akay and Karaboga [1] ABC 30,000 0.051749 0.358179 11.203763 0.012665
Aragon et al. [2] TCA 36,000 0.051622 0.355105 11.384534 0.012665
Askarzadeh [4] CSA 50,000 0.0516890284 0.3567169544 11.2890117993 0.0126652328
Bernardino et al. [9] GA-AIS 36,000 0.051660806 0.35603234 11.329555 0.012666
Bernardino et al. [8] GA-AIS 36,000 0.0514305 0.3505298 11.6611924 0.012666
Dos Santos Coelho [63] Q-PSO 2,000 0.051515 0.352529 11.538862 0.012665
Du et al. [19] FOA 25,000 0.05206590 0.36570924 10.78621813 0.01267607
Gandomi et al. [24] ISA 8,000 N.A. N.A. N.A. 0.012665
Han et al. [28] STA 60,000 0.0516800 0.3565001 11.3018335 0.01266534
Mohammed [51] NDE 24,000 0.051689058 0.35671768 11.28896875 0.01266523
Montes and Ocana [48] BFO 48,000 0.051825 0.359935 11.107103 0.012671
Wang et al. [71] BSA 60,000 0.051743 0.358017 11.213187 0.012665
Zhang et al. [83] DE 24,000 0.05169 0.35672 11.289 0.012665233
Present Study EFO 30,000 0.051496 0.35248 11.523 0.012650

The results obtained from the spring design problem (see Table 13) reveal that EFO showed superior performance
on the spring design problem in comparison to its all competitors. It can also be seen that Q-PSO [63] and ISA [24]
yield their results with the lowest FENs, which are 2,000 and 8,000, respectively. NDE [51] and DE [83] used fewer
function evaluations than EFO to complete their search processes.

Table 14: Comparative best performance on the pressure vessel design problem.

Researchers Method FEN x1(Ts) x2(Th) x3(R) x4(L) Cost

Akay and Karaboga [1] ABC 30,000 0.8125 0.4375 42.098446 176.636596 6,059.7147
Aragon et al. [2] TCA 80,000 0.8125 0.4375 42.098429 190.787695 6,390.554
Askarzadeh [4] CSA 250,000 0.8125 0.4375 42.09844539 176.63659855 6,059.7144
Bernardino et al. [9] GA-AIS 80,000 0.8125 0.4375 42.0973 176.6509 6,059.8546
Bernardino et al. [8] GA-AIS 36,000 0.8125 0.4375 42.094967 176.67972 6,060.138
Dos Santos Coelho [63] Q-PSO 8,000 0.8125 0.4375 42.0984 176.6372 6,059.7208
Du et al. [19] FOA 25,000 0.7804 0.3849 40.3888 199.1172 5,894.5981
Gandomi [24] ISA 5,000 0.8125 0.4375 42.09845 176.6366 6,059.714
Han et al. [28] STA 60,000 0.7785 0.3848 40.3389 199.7753 5,886.45436
Mohammed [51] NDE 20,000 0.8125 0.4375 42.0984 176.63659 6,059.71433
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Table 14: Comparative best performance on the pressure vessel design problem.

Researchers Method FEN x1(Ts) x2(Th) x3(R) x4(L) Cost
Montes and Ocana [48] BFO 48,000 0.8125 0.4375 42.096394 176.683231 6,060.460
Wang et al. [71] BSA 40,000 0.8125 0.4375 42.098497 176.635967 6,059.708274
Present Study EFO 50,000 0.8125 0.4375 42.099 176.6300 6,059.60

From the best cost values obtained from the pressure vessel design problem, as shown in Table 14, it can be con-
cluded that EFO was able to produce the lowest welding, material, and forming costs compared to the other methods,
except for FOA [19] and STA [28]. However, both methods considered the first two parameters as continuous. ISA [24]
and Q-PSO [63] are the two methods that complete the search with the lowest FENs to produce their costs for this
problem.

Table 15: Comparative best performance on the three-bar truss design problem.

Researchers Method FEN x1 x2 Cost

Askarzadeh [4] CSA 25,000 0.7886751284 0.4082483080 263.895843
Liu et al. [44] PSO-DE 17,600 0.7886751347 0.4082482900 263.895843
Mohammed [51] NDE 4,000 0.7886753196 0.4082477671 263.895843
Wang et al. [71] BSA 7,500 0.788675 0.408248 263.895843
Zhang et al. [83] DE 15,000 0.7886751359 0.4082482868 263.895843
Present Study EFO 30,000 0.7886970484 0.4081771662 263.895409

The results in Table 15 obtained from the three-bar truss design problem suggest that EFO showed better optimiza-
tion performance than all the competitor methods, but with more function evaluations. Among the competitor methods,
BSA [51] showed the fewest function evaluations.

Table 16: Comparative best performance on the speed reducer design problem.

Researchers Method FEN x1(d) x2(m) x3(z) x4(l1) x5(l2) x6(d1) x7(d2) Cost

Akay and Karaboga [1] ABC 30,000 3.49 0.7 17 7.3 7.8 3.3502 5.2878 2,997.0584
Bernardino et al. [9] GA-AIS 36,000 3.5 0.7 17 7.3 7.8 3.3502 5.2866 2,996.3483
Bernardino et al. [8] GA-AIS 36,000 3.5 0.7 17 7.3 7.7153 3.3502 5.2866 2,994.4712
Kanagaraj et al. [33] CSGA 25,000 3.5 0.7 17 7.6050 7.8181 3.35 5.2687 2,996.3482
Liu et al. [44] PSO-DE 54,350 3.5 0.7 17 7.3 7.8 3.3502 5.2866 2,996.3481
Mohammed [51] NDE 18,000 3.5 0.7 17 7.3 7.7153 3.3502 5.2866 2,994.4710
Montes et al. [49] EA 36,000 3.5061 0.7 17 7.4601 7.9621 3.3629 5.3089 2,996.3566
Montes et al. [50] DE 24,000 3.5 0.7 17 7.3 7.8 3.3502 5.2866 2,996.3566
Rao and Vakharia. [58] TLBO 10,000 N.A. N.A. N.A. N.A. N.A. N.A. N.A. 2,996.3481
Wang et al. [71] BSA 7,500 3.49 0.7 17 7.3 7.7153 3.3502 5.2866 2,994.4683
Present Study EFO 10,000 3.5 0.7 17 7.3 7.8 3.3502 5.2865 2,996.2430

As seen from the results in Table 16, EFO showed overwhelmingly better performance than ABC [1], GA-AIS [9],
CSGA [33], PSO-DE [44], EA [49], DE [50], and TLBO [58] on the speed reducer problem with fewer function
evaluations. NDE [51], GA-AIS [8], and BSA [71], however, were shown to be the better methods to solve this problem.
It is worth mentioning here that although EFO has become inferior to BSA [71] it showed better performance overall as
the mean value yielded by BSA is much higher than that of EFO, at 2,998.0101. Given that the speed reducer problem
differs from the other design problems in the best feasible solution where two of the parameters lie at the boundaries, it
can be concluded that EFO can still competitively handle the problems with such a complex search space.

5 Conclusion

In this study, active and passive electrolocation, a species-specific object/prey detection capability, and electrocommu-
nication capabilities of electric fish are employed for the creation of a novel swarm-based heuristic algorithm, EFO,
to solve bound-constrained real parameter optimization problems. To the best knowledge of the authors, this is the
first study to propose a heuristic inspired by the electrolocation and electrocommunication capabilities of electric fish,
and it comprises very comprehensive experimentation. The proposed EFO is quite simple, with its easy-to-understand
structure, few parameters, and two main search frameworks (active and passive search phases).

The authors believe that the optimization and convergence performance of EFO is largely due to the modeled active
and passive electrolocation capabilities, which fulfill the “explore first, exploit later” approach that is strongly suggested
for heuristics in the literature [60, 70, 14]. As mentioned, the individuals in EFO perform global search in the premier
iterations and local search as the iterations lapse, owing to the distance among the population that gradually decreases
through the iterations. In active electrolocation, individuals in active mode perform a random search inside their active
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search range at the beginning of the iterations, as it is less likely to belong to another’s active area, and start to search
around their neighborhood toward the end of the iterations. In passive electrolocation, however, the selection of neighbor
individuals is highly dependent on the distance between them (see Eq. 8). At the initial phase of the iterations, individuals
in passive mode select their neighbors considering the distance rather than their amplitudes. The distance-based selection
results in a better global search owing to the higher selection probability of the “poor” individuals. As the iteration
proceeds, the amplitude becomes the dominant factor that determines the individuals being selected, which contributes
the local search of EFO.

To measure the performance of EFO, well-known single-solution-based (SA and VS) and population-based (GA,
DE, PSO, and ABC) heuristics as well as approaches that were recently proposed for constrained problems are employed
for three experiments with different characteristics. From the overall optimization performance of EFO, it performs
much better than almost all of the other heuristics, with a highly compelling convergence capability. The optimization
performance measured on different problem set domains (i.e., bound-constrained mathematical benchmark problems,
unconstrained clustering problems, and bound- and design-constrained real-world design problems) has proven the
robustness of the proposed EFO algorithm. In addition, it can be understood from the results that EFO has better global
search capability and it outperforms all the competitor algorithms on the highly complex problems examined in this
study, which is regarded as very promising when considering the complexity of most of the real-world problems. The
limitations of the proposed algorithm are outlined as follows, which can be considered for the future directions of this
study:

– While the distance-based selection leads EFO to have superior performance on multimodal and complex problems,
the complexity of the algorithm is also mainly governed by this distance calculation of individuals.

– Two parameters (magnitude for old amplitude α , maximum number of neighbor individuals K) of the EFO algorithm
are need to be set, whereas some algorithms do not even have a single parameter such as VS. Fortunately, the
experiments show that EFO is less sensitive to the difference in parameter settings.

– EFO may require some additional efforts to further enhance its search capability for better performance, particularly
on the unimodal, hybrid, and composed functions in the first experiment.

In this study, the proposed EFO has been applied to bound-constrained mathematical benchmark functions, uncon-
strained clustering problems, and real-world design problems comprising bound and complex design constraints. In the
future, the performance of EFO on multiobjective problems shall be investigated, as most design optimization problems
in engineering possess multiple mutually conflicting design objectives.
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Appendix A

Table A.1: Mathematical benchmark function set used in the first experiment. D: Parameter size, U: Unimodal, M:
Multimodal, S: Separable, N: Nonseparable.

No Function D Type Min Formulation

F1 Stepint 5 US 0 f (x) = 25+∑
5
i=1bxic

F2 Step 30 US 0 f (x) = ∑
n
i=1

(
bxi +0.5c

)2
F3 Sphere 30 US 0 f (x) = ∑

n
i=1 x2

i

F4 Sum Squares 30 US 0 f (x) = ∑
n
i=1 ix2

i

F5 Quartic 30 US 0 f (x) = ∑
n
i=1 ix4

i + random [0,1)

F6 Beale 5 UN 0 f (x) =
(
1.5− x1 + x1x2

)2 +
(

2.25− x1 + x1x2
2

)2
+
(

2.625− x1 + x1x3
2

)2

F7 Easom 2 UN -1 f (x) =−cos
(
x1
)

cos
(
x2
)

exp
(
−(x1 −π

)2 − (x2 −π
)2)

F8 Matyas 2 UN 0 f (x) = 0.26
(

x2
1 + x2

2

)
−0.48x1x2

F9 Colville 4 UN 0 f (x)= 100
(

x2
1 − x2

)2
+
(
x1 −1

)2 +
(
x3 −1

)2 +90
(

x2
3 − x4

)2
+10.1

((
x2 −1

)2 +
(
x4 −1

)2)+19.8
(
x2 −1

)(
x4 −1

)
F10 Trid 6 6 UN -50 f (x) = ∑

n
i=1

(
xi −1

)2 −∑
n
i=2 xixi−1

F11 Trid 10 10 UN -210 f (x) = ∑
n
i=1

(
xi −1

)2 −∑
n
i=2 xixi−1

F12 Zakharov 10 UN 0 f (x) = ∑
n
i=1 x2

i +
(

∑
n
i=1 0.5ixi

)2
+
(

∑
n
i=1 0.5ixi

)4

F13 Powell 24 UN 0 f (x) = ∑
n/k
i=1

(
x4i−3 +10x4i−2

)2 +5
(
x4i−1 + x4i

)2 +
(
x4i−2 + x4i−1

)4 +10
(
x4i−3 +10x4i

)4
F14 Schwefel 2.22 30 UN 0 f (x) = ∑

n
i=1

∣∣xi
∣∣+∏

n
i=1

∣∣xi
∣∣

F15 Schwefel1.2 30 UN 0 f (x) = ∑
n
i=1

(
∑

i
j=1 x j

)2

F16 Rosenbrock 30 UN 0 f (x) = ∑
n−1
i=1

[
100
(
xi+1 − xi

)2 +
(
xi −1

)2]
F17 Dixon-Price 30 UN 0 f (x) =

(
xi −1

)2 +∑
n
i=1 i

(
2x2

i − xi−1
)2

F18 Fox-holes 2 MS 0.998
f (x) =

 1
500 +∑

25
j=1

1

j+∑
2
i=1

(
xi−ai j

)6


−1

F19 Branin 2 MS 0.398 f (x) =
(

x2 −
5.1
4π2 x2

1 + 5
π x1 −6

)2
+10

(
1− 1

8π

)
cosx1 +10

F20 Bohachevsky 1 2 MS 0 f (x) = x2
1 +2x2

2 −0.3cos
(
3πx1

)
−0.4cos

(
4πx2

)
+0.7

F21 Booth 2 MS 0 f (x) =
(
x1 +2x2 −7

)2 +
(
2x1 + x2 −5

)2
F22 Rastrigin 30 MS 0 f (x) = ∑

n
i=1

[
x2
i −10cos

(
2πxi

)
+10

]
F23 Schwefel 30 MS -12569.5 f (x) = ∑

n
i=1−xi sin

(√xi
)

F24 Michalewicz 2 2 MS -1.8013
f (x) =−∑

n
i=1 sin(xi)

(
sin

(
ix2

i
π

))2m

F25 Michalewicz 5 5 MS -4.6877
f (x) =−∑

n
i=1 sin(xi)

(
sin

(
ix2

i
π

))2m

F26 Michalewicz 10 10 MS -9.6602
f (x) =−∑

n
i=1 sin(xi)

(
sin

(
ix2

i
π

))2m

F27 Schaffer 2 MN 0
f (x) = 0.5+

sin2
(√

x2
1+x2

2

)
−0.5(

1+0.001
(

x2
1+x2

2

))2

F28 SHCB 2 MN -1.03163 f (x) = 4x2
1 −2.1x4

1 + 1
3 x6

1 + x1x2 −4x2
2 +4x4

2

F29 Bohachevsky2 2 MN 0 f (x) = x2
1 +2x2

2 −0.3cos
(
3πx1

)(
4πx2

)
+0.3

F30 Bohachevsky 3 2 MN 0 f (x) = x2
1 +2x2

2 −0.3cos
(
3πx1 +4πx2

)
+0.3

F31 Shubert 2 MN -186.73 f (x) =
(

∑
5
i=1 icos

(
(i+1)x1 + i

))(
∑

5
i=1 icos

(
(i+1)x2 + i

))

F32 Goldstein-Price 2 MN 3

f (x) =
[
1+
(
x1 + x2 +1

)2X1
][

30+
(
2x1 −3x2

)2X2
]

X1 =
(

19−14x1 +3x2
1 −14x2 +6x1x2 +3x2

2

)
X2 =

(
18−32x1 +12x2

1 +48x2 −36x1x2 +27x2
2

)
F33 Kowalik 4 MN 0.00031

f (x) = ∑
11
i=1

ai −
x1
(

b2
i +bix2

)2

b2
i +bix3+x4


F34 Shekel 5 4 MN -10.15 f (x) =−∑

5
i=1

[(
x−ai

)(
x−ai

)T + ci
]−1

F35 Shekel7 4 MN -10.4 f (x) =−∑
7
i=1

[(
x−ai

)(
x−ai

)T + ci
]−1

F36 Shekel 10 4 MN -10.53 f (x) =−∑
10
i=1

[(
x−ai

)(
x−ai

)T + ci
]−1

F37 Perm 4 MN 0 f (x) = ∑
n
k=1

[
∑

n
i=1

(
ik +β

)(( xi
i

)k
−1
)]2

F38 Power Sum 4 MN 0 f (x) = ∑
n
k=1

[(
∑

n
i=1 xk

i

)
−bk

]2
F39 Hartman3 3 MN -3.86 f (x) =−∑

4
i=1 ciexp

[
−∑

3
j=1 ai j

(
x j − pi j

)2
]

F40 Hartman 6 6 MN -3.32 f (x) =−∑
4
i=1 ciexp

[
−∑

6
j=1 ai j

(
x j − pi j

)2
]

F41 Griewank 30 MN 0 f (x) = 1
4000 ∑

n
i=1 x2

i −∏
n
i=1 cos

(
xi√

i

)
+1

F42 Ackley 30 MN 0 f (x) =−20exp
(
−0.2

√
1
n ∑

n
i=1 x2

i

)
− exp

(
1
n ∑

n
i=1 cos

(
2πxi

))
+20+ e

F43 Penalized1 30 MN 0

f (x) = π
n


10sin2πy1+

∑
n−1
i=1

(
yi −1

)2 [1+10sin2 (πyi+1
)]

+

(yn −1)2

+∑
n
i=1 u

(
xi ,10,100,4

)
yi = 1+ 1

4
(
xi +1

)
u
(
xi ,a,k,m

)
=

 k
(
xi −a

)m xi > a
0 −a≤ xi ≤ a
k
(
−xi −a

)m xi <−a

F44 Penalized 2 30 MN 0
f (x) = 0.1


sin2(πx1)+

∑
n−1
i=1

(
xi −1

)2 [11+ sin2 (3πxi+1
)]

+

(xn −1)2
[
1+ sin2 (2πxn)

]
+∑

n
i=1 u(5,100,4)

(continued on next page)
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Table A.1 (continued.)

No Function D Type Min Formulation

F45 Langerman 2 2 MN -1.08

f (x) =−∑
m
i=1 ciAiBi

Ai =
(

exp
(
− 1

π ∑
n
j=1

(
x j −ai j

)2
))

Bi = cos
(

π ∑
n
j=1

(
x j −ai j

)2
)

F46 Langerman 5 5 MN -1.5

f (x) =−∑
m
i=1 ciAiBi

Ai =
(

exp
(
− 1

π ∑
n
j=1

(
x j −ai j

)2
))

Bi = cos
(

π ∑
n
j=1

(
x j −ai j

)2
)

F47 Langerman 10 10 MN N.A.

f (x) =−∑
m
i=1 ciAiBi

Ai =
(

exp
(
− 1

π ∑
n
j=1

(
x j −ai j

)2
))

Bi = cos
(

π ∑
n
j=1

(
x j −ai j

)2
)

F48 Fletcher
Powell 2 2 MN 0

f (x) = ∑
n
i=1

(
Ai −Bi

)2
Ai = ∑

n
j=1

(
ai j sinα j +bi j cosα j

)
Bi = ∑

n
j=1

(
ai j sinx j +bi j cosx j

)

F49 Fletcher
Powell 5 5 MN 0

f (x) = ∑
n
i=1

(
Ai −Bi

)2
Ai = ∑

n
j=1

(
ai j sinα j +bi j cosα j

)
Bi = ∑

n
j=1

(
ai j sinx j +bi j cosx j

)

F50 Fletcher
Powell 10 10 MN 0

f (x) = ∑
n
i=1

(
Ai −Bi

)2
Ai = ∑

n
j=1

(
ai j sinα j +bi j cosα j

)
Bi = ∑

n
j=1

(
ai j sinx j +bi j cosx j

)

Table A.2: Complex mathematical benchmark set. D: Parameter size, T: Type, Low and Up: Lower and upper limit, U:
Unimodal, M: Multimodal, H: Hybrid, C: Composition

No Function D T Low Up

F1 Shifted and Rotated Bent Cigar 10 U -100 100
F2 Shifted and Rotated Sum of Different Power 10 U -100 100
F3 Shifted and Rotated Zakharov 10 U -100 100
F4 Shifted and Rotated Rosenbrock 10 M -100 100
F5 Shifted and Rotated Rastrigin 10 M -100 100
F6 Shifted and Rotated Expanded Scaffer 10 M -100 100
F7 Shifted and Rotated Lunacek Bi-Rastrigin 10 M -100 100
F8 Shifted and Rotated Non-Continuous Rastrigin 10 M -100 100
F9 Shifted and Rotated Levy 10 M -100 100
F10 Shifted and Rotated Schwefel 10 M -100 100
F11 Hybrid of Zakharov, Rosenbrock, and Rastrigin 10 H -100 100
F12 Hybrid of High Conditioned Elliptic, Modified Schwefel , and Bent Cigar 10 H -100 100
F13 Hybrid of Bent Cigar, Rosenbrock, and Lunacek Bi-Rastrigin 10 H -100 100
F14 Hybrid of High Conditioned Elliptic, Ackley, Schaffer, and Rastrigin 10 H -100 100
F15 Hybrid of Bent Cigar, HGBat, Rastrigin, and Rosenbrock 10 H -100 100
F16 Hybrid of Expanded Schaffer, HGBat, Rosenbrock, and Modified Schwefel 10 H -100 100
F17 Hybrid of Katsuura, Ackley, Expanded Griewank & Rosenbrock, Modified Schwefel, and Rastrigin 10 H -100 100
F18 Hybrid of High Conditioned Elliptic, Ackley, Rastrigin, HGBat, and Discus 10 H -100 100
F19 Hybrid of Bent Cigar, Rastrigin, Expanded Griewank & Rosenbrock, Weierstrass, and Expanded Schaffer 10 H -100 100
F20 Hybrid of HappyCat, Katsuura, Ackley, Rastrigin, Modified Schwefel, and Schaffer 10 H -100 100
F21 Composition of Rosenbrock, High Conditioned Elliptic, and Rastrigin 10 C -100 100
F22 Composition of Rastrigin, Griewank, and Modified Schwefel 10 C -100 100
F23 Composition of Rosenbrock, Ackley, Modified Schwefel, and Rastrigin 10 C -100 100
F24 Composition of Ackley, High Conditioned Elliptic, Girewank, and Rastrigin 10 C -100 100
F25 Composition of Rastrigin, HappyCat, Ackley, Discus, and Rosenbrock 10 C -100 100
F26 Composition of Expanded Scaffer, Modified Schwefel, Griewank, Rosenbrock, and Rastrigin 10 C -100 100
F27 Composition of HGBat, Rastrigin, Modified Schwefel, Bent-Cigar, High Conditioned Elliptic, and Expanded Scaffer 10 C -100 100
F28 Composition of Ackeley, Griewank, Discus, Rosenbrock, HappyCat, and Expanded Scaffer 10 C -100 100
F29 Composition of three hybrid functions (F15, F16, and F17) 10 C -100 100
F30 Composition Function 10 (with three functions) 10 C -100 100

Appendix B
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