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Abstract

Trust management in vehicular ad hoc networks (VANETs) is a challeng-
ing dynamic optimization problem due to their decentralized, infrastructure-
less, and dynamically changing topology. Evolutionary computation (EC)
algorithms are good candidates for solving dynamic optimization problems
(DOPs), since they are inspired from the biological evolution that is oc-
curred as a result of changes in the environment. In this study, we explore
the use of genetic programming (GP) algorithm and evolutionary dynamic
optimization (EDO) techniques to build a dynamic trust management model
for VANETs. The proposed dynamic trust management model properly eval-
uates the trustworthiness of vehicles and their messages in the simulation of
experimental scenarios including bogus information attacks. The simulation
results show that the evolved trust calculation formula prevents the propa-
gation of bogus messages over VANETs successfully and the dynamic trust
management model detects changes in the problem and reacts to them in a
timely manner. The best evolved formula achieves 89.38% Matthews Cor-
relation Coefficient (MCC), 91.81% detection rate (DR), and 1.01% false
positive rate (FPR), when ≈ 5% of the network traffic is malicious. The
formula obtains 87.33% MCC, 92.01% DR, and 4.8% FPR when ≈ 40% of
the network traffic is malicious, demonstrating its robustness to increasing
malicious messages. The proposed model is also run on a real-world traffic
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model and obtains high MCC and low FPR values. To the best of our knowl-
edge, this is the first application of EC and EDO techniques that generate a
trust formula automatically for dynamic trust management in VANETs.

Keywords: Vehicular Ad Hoc Networks, Security, Trust Management,
Evolutionary Computation, Genetic Programming, Evolutionary Dynamic
Optimization

1. Introduction

Vehicles have been equipped with various smart modules to ensure safer,
efficient, and reliable road transportation in recent years. These modules are
forming intelligent transportation systems (ITS) that cover different aspects
of transportation and traffic management. One of these systems is vehicular
ad hoc networks (VANETs), which are a form of mobile ad hoc networks
(MANETs) in the vehicle domain. They are mobile, decentralized, infras-
tructureless wireless networks that provide vehicles to communicate with
other vehicles on the road for sharing information about safety warnings,
road status, and advertising services.

Inherent characteristics of VANETs bring some security challenges. Since
they are infrastructureless and decentralized, vehicles can enter to and exit
from the network without any control due to the lack of a central manage-
ment unit or an access point. This makes VANETs vulnerable to several
attacks such as bogus information [1], in which attackers modify messages
or forge fake messages into the network. Vehicles must distinguish such false
messages in order to achieve a reliable communication, hence to maintain the
traffic safety and efficiency on the road. In the literature, trust management
models are widely proposed as a solution to such attacks. Decentralized,
self-organized, autonomous, and highly dynamic topology of ad hoc networks
makes the trust management an optimization problem.

Besides its dynamic topology, other dynamicities in VANETs can make
the trust management problem harder. The vehicle density of the traffic can
change from time to time, such as it can increase at rush hours in urban
areas and decrease after a while, this causes difficulties to the solution of the
trust management problem because it must perform well in all situations.
Similarly, the density of events can also change dynamically at different times.
Events are the situations in the traffic which vehicles share information with
other vehicles on the road. While vehicles send messages about stationary
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events such as services on the road, they could send additional messages
about critical events occuring on the road such as traffic accidents, road
maintenance in order to increase the traffic safety. The solution to the trust
management problem must handle this safety critical dynamicity.

Proposed solutions for the trust management problem in VANETs might
be valid for only a length of time due to changes over time in such a dy-
namic environment. Such optimization problems that change over time in a
dynamic environment are called dynamic optimization problems (DOPs) [2],
and an optimization algorithm must be able to not only solve the problem at
a time but also detect changes in the problem occurring over time in order to
search for a new solution. Nature-inspired optimization algorithms are good
candidates for solving DOPs, since they are inspired from biological evolu-
tion and natural self-organized systems which are dynamic due to their very
nature. Using evolutionary computation (EC) techniques to solve DOPs is
named evolutionary dynamic optimization (EDO) [2]. Such EDO techniques
have already been employed to solve some problems in ad hoc networks [3].
However, there is a lack of studies on real-world EDO applications, so more
real-world DOPs need to be modeled and solved by EDO in order to reduce
the gap [2].

In this study, an EDO based dynamic trust management model is pro-
posed to evaluate the trustworthiness of both vehicles and messages sent by
these vehicles in VANETs, where attackers send bogus information to the
network. The previous studies in the literature generally employ statically
defined formulas with a limited set of trust evidences for evaluating data
or node trust and change the coefficients of parameters in such formulas to
deal with dynamicity. On the other hand, the proposed model generates
a formula in order to evaluate trust automatically by taking into account
much more trust evidences than the studies in the literature. Genetic pro-
gramming (GP) is explored to evolve the trust formula and EDO techniques
are integrated to detect the change in the problem due to the dynamically
changing environment over time. To the best of our knowledge, there is no
such study that automatically adapts to the environment for managing trust
in VANETs. The contribution of this current study could be summarized as
follows:

• The use of EC techniques, specifically genetic programming, is explored
to distinguish bogus information from legitimate messages using an
automatically generated trust calculation formula rather than a pre-
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defined static one. The results show that GP could evolve effective
formulas in order to evaluate the trustworthiness of messages sent by
vehicles, thus leading to effectively evaluate the trustworthiness of these
vehicles.

• The effectiveness of trust evidences are explored to satisfy the require-
ments of trust management systems in VANETs. Differently from the
studies in the literature, a broader set of trust evidences is given to the
model and the ones that best represent the network for trust calculation
are selected by GP.

• The use of EDO techniques is explored for dynamic trust management
in VANETs. The results show that EDO could detect changes in the
environment automatically and timely, hence able to adapt to such
changes quickly.

• To the best of our knowledge, this is the first study that investigates
the use of EC techniques for trust management in VANETs. Moreover,
it is the first approach that solves the problem from the DOP point of
view.

• The model is run on a real-world traffic model to reduce the gap be-
tween the EDO research and real-world DOPs.

The rest of this paper is organized as follows: The related studies on
trust management systems in VANETs, the use of evolutionary computation
techniques in ad hoc networks, and the applications of evolutionary dynamic
optimization algorithms in the literature are summarized in Section 2. The
network environment used in this study is introduced in Section 3. The
proposed dynamic trust management method is given in detail in Section 4.
Section 5 presents the experimental settings, scenarios regarding attacks, and
dynamic changes employed in the network simulations. Section 6 presents
and discusses the experimental results. Section 7 discusses a case study using
the proposed model on a traffic model taken from the real world. The limi-
tations of the proposed approach and the possible future research directions
for the problem are discussed in Section 8. Finally, the summary of the study
is given in Section 9.
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2. Related Work

The previous studies are divided into three categories based on their main
focus and relevance to this research. The proposed trust management sys-
tems for VANETs are reviewed in Section 2.1. Section 2.2 presents the pro-
posed solutions based on evolutionary computation for solving problems in
ad hoc networks. The use of evolutionary dynamic optimization algorithms
in the literature is summarized in Section 2.3.

2.1. Trust Management in VANETs

Many aspects should be taken into account to establish a proper trust-
based framework for both VANETs and other ad hoc networks. These as-
pects, called as trust management components, are defined as properties of
trust, trust management properties, trust metrics, and attacks to the trust
model in several surveys [4, 5, 6, 7, 8]. Dynamicity, incomplete/partial transi-
tivity, context-dependency are described in [4, 6] and subjectivity and asym-
metry are also described in [4] as trust properties. Nonetheless, none of the
proposed approaches for VANETs covers all trust properties [4].

In highly dynamic and distributed environments such as VANETs, trust
management should be fully decentralized [8]. It is described as one of the
most important trust management properties, since a centralized authority
cannot be assumed to be existing for trust computation in VANETs [4]. Be-
cause of the possibility of interaction with the same vehicle might be low in a
fast and dynamic VANET environment, vehicles cannot wait until direct in-
teractions reach a threshold [8]. Another property that should be considered
is capturing the dynamicity of VANETs in order to calculate the trust based
on the current situation using event/task type, location, and time informa-
tion [8]. Moreover, the possibility of uncooperative vehicles to enter VANETs
freely should also be taken into account in developing a trust management
model [4, 8].

Decentralized trust models in VANETs that are based on past interactions
and environmental information in order to take the dynamic infrastructure
of VANETs into consideration are grouped into three categories: entity-
oriented, data-oriented, and hybrid trust models [6, 8]. Entity-oriented trust
model is the traditional way for trust computing that is proposed for many
ad hoc networks including VANETs and MANETs. It only considers the
trustworthiness of nodes in the network and does not compute different trust
values for different messages sent from the same node. Calculating only the
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trustworthiness of messages sent from nodes without considering the trust
values of the nodes themselves is called data-oriented trust model. Hybrid
trust models evaluate both trust values. In hybrid trust models, the entity
trust value is used as another parameter to evaluate the data trust value
in addition to trust evidences, and the entity trust value is later updated
according to the calculated data trust value in order to maintain a trust
relationship based on past interactions.

Chen and Wei [9] proposed a hybrid trust model to evaluate the trustwor-
thiness of an event message using beacon, event, and reputation trust values
of the vehicles in VANETs. It employs both beacon messages and event
messages to calculate the trust value and update the reputation trust value
of vehicles by using the trust value of the latest event. Event messages are
forwarded either to support or to deny opinion according to a trust threshold
in this model. They simulate the model with scenarios including both alter-
ation attacks and bogus information attacks and evaluate the model using
F1 measure [10]. However, they only consider a vector of position, velocity,
and direction values of a vehicle and similarity between the event location
and the estimated location of the vehicle as trust evidences with a threshold
for the distance between the receiver and the sender and a threshold for the
time delay between the event message time and the current time.

Yao et al. [11] proposed an entity-oriented trust model and a data-oriented
trust model, however they did not integrate these. Even though they use the
trust value of vehicles in VANETs as a parameter of data-oriented trust
model, they do not update the trust value of vehicles using the trust value
of data sent from it. They take into account different event types and dif-
ferent vehicle types by assigning weights to them and introduce a weighted
version of the successful data forwarding rate using the event weights called
malicious tendency. This value and vehicle type are then used to calculate
the trust values of vehicles in the entity-oriented trust model. They use the
distance between the event position and the sender vehicle’s position in ad-
dition to the trust value of the sender vehicle, and the difference between the
time of event occurrence and the time of event message in order to calculate
data trust. They focus on enhancing the security of the routing protocol in
the network simulations in which black hole attack and selective forwarding
attack scenarios as well as a network scenario without attacks are considered.
Three network-based metrics of packet delivery ratio, average path length,
and average end-to-end delay are used to evaluate the entity-oriented trust
model, and a case analysis involving 3 kinds of data from 10 types of nodes
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is made for validation of the proposed data-oriented trust model.
Machine learning-based trust management approaches for securing the

communication of vehicles in vehicular networks have been emerging re-
cently [12, 13]. A trust-aware support vector machine-based (SVM) intrusion
detection system is proposed to assign a trust value for vehicles and de-
tect malicious behaviours in VANETs [14]. An attribute-weighted K-means
clustering algorithm, which is based on direct and indirect trust models, is
proposed to identify messages as either true or false [15]. A trust-based
deep reinforcement learning (Deep RL) algorithm is proposed to select the
most trusted routing path for the communication of connected vehicles [16].
In addition, blockchain based trusted communication systems are proposed
to ensure the trustworthiness of vehicles and messages in VANETs [17]. To
build a secure intelligent transportation system against unauthorized drivers,
another study analyzes and processes drivers’ behavior using deep learning
techniques, presenting a different perspective on the problem [18].

To sum up, the previous studies that focus on decentralized trust mod-
els in VANETs either take into account very limited trust evidences or do
not attach much importance to hybrid trust models as shown in Table 1.
Our previous work [19] proposes a GP based trust management model for
VANETs in order to properly evaluate the trustworthiness of data about
events. In this paper, we automatically generate a hybrid trust model that
mainly aims to evaluate data trustworthiness by using a broader set of trust
evidences gathered from the network. Entity trust values of vehicles are cal-
culated based on the data trust values of messages sent by these vehicles.
This study improves our previous work by using extended effective trust ev-
idences. Moreover, it approaches the problem as a DOP and hence employs
the EDO technique to solve it.

2.2. Evolutionary Computation Techniques in Ad Hoc Networks

Nature-inspired algorithms developed for solving different problems in
ad hoc networks are classified according to their execution mode, informa-
tion requirements, and executing platform in [20]. Firstly, the algorithms
are classified as either online or offline techniques based on the execution
time of them, during runtime or beforehand. Secondly, the requirement of
information about the network is considered and the algorithms are clas-
sified as global knowledge if they need the whole network information and
local knowledge if the nodes only use information gathered by themselves.
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Lastly, the optimization algorithms that are run on a central unit are clas-
sified as a centralized system, and the optimization algorithms that are run
on each node of the network locally are classified as a decentralized system.
Authors also classified existing studies based on this taxonomy, but they did
not mention any research about trust management in ad hoc networks. Most
of the bio-inspired algorithms used in ad hoc networks are mainly based on
two categories, one is centralized and offline with global knowledge and the
other is decentralized and online with local knowledge. The latter is more
appropriate for trust management in VANETs as each vehicle must evaluate
trust values using only its own local information while moving online on the
network.

A recent survey reviews the applications of evolutionary algorithms (EA)
that are proposed to solve optimization problems in mobile ad hoc networks
in the literature [21]. The survey focuses on MANETs, VANETs, and DTNs
(delay tolerant networks) and divided the reviewed studies into five cate-
gories: topology management, broadcasting algorithms, routing protocols,
mobility models, and data dissemination. It did not mention any work
based on trust management in ad hoc networks. Another survey focuses
on the applications of evolutionary computation methods for cybersecurity
in MANETs and covers EA, swarm intelligence (SI), artificial immune sys-
tems (AIS), and evolutionary games (EG) [22]. This survey classifies these
algorithms based on the attack types that they counteract and the defense
mechanisms that are implemented by them, including node trust and rep-
utation systems. It is shown that most of the proposals in the literature
are based on EG [22]. While EC techniques are investigated for intrusion
detection in many studies both for wired and wireless networks [23], such
as a GP and grammatical evolution (GE) study [24], there is only one ap-
plication of EA to trust and reputation systems and that is proposed for
peer-to-peer networks (P2P) [25]. To sum up, as far as we know, the current
study is the first application of evolutionary computation techniques to the
trust management problem in VANETs.

Trust management models in the literature mainly aim at detecting ma-
licious/untrusted users. However, the complex and dynamic properties of
VANETs make the detection of attacks/attackers is hard. Researchers choose
a fixed set of parameters to build a trust management system in previous
studies, but this approach can not represent the dynamically changing en-
vironment of VANETs because a change in the environment can invalidate
the chosen parameters, thus the system starts to make wrong decisions. In
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this research, this issue has been addressed by using EC techniques to choose
the parameters automatically from a broader set and change them according
to the dynamicity. EC algorithms require fewer a priori assumptions about
the problem at hand [26]. Furthermore, EC seamlessly lends itself to the
integration of human expert knowledge as needed, and the representation of
solutions in EC algorithms can be quite flexible [26]. These characteristics
of EC are among the main motivations behind using EC in this research.

2.3. Evolutionary Dynamic Optimization Algorithms

Different EDO algorithms are reviewed based on their approaches to take
into account the dynamics of optimization problems while proposing a new
definition of DOPs to distinguish them from other dynamic/time-dependent
problems and to prevent using these terms interchangeably in [2]. They
point out that optimization algorithms must track the change of the optimal
solution because of the time-varying problem while trying to find the opti-
mal solution of the current problem. They classify existing algorithms into
categories according to change detection, diversity management, memory us-
age, prediction, self-adaptation, and multipopulation. They also discuss that
there exist a limited number of studies on real-world applications of EDO.

Most of the existing EDO studies on real-world applications are either
using genetic algorithms (GA) for DOPs of different areas in MANETs such
as dynamic multicasting [27], dynamic shortest path routing [28], dynamic
load balanced clustering [29], dynamic routing [30] or ant colony optimization
(ACO) for DOPs of areas other than ad hoc networks such as dynamic ve-
hicle routing [31], extended capacitated arc routing [32], dynamic travelling
salesman problem with traffic factors [33]. There does not exist any research
based on EDO techniques for the dynamic trust management problem in ad
hoc networks, so again as far as we know, this is the first study to take into
account the trust management problem as a DOP and try to solve it using
EDO algorithms.

3. The Network Model

Since there is no well-accepted standard for VANETs yet, an application
layer protocol that the proposed trust model is built on is introduced and
explained in this section.
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Table 1: Summary of the Related Works

Work Focus Domain Model Limitations

[25] Trust & Reputation P2P GP

[27] Multicasting EDO

[28] Routing MANETs by

[29] Clustering GA

[30] Routing N/A

[31] Routing EDO by

[32] Routing Vehicles ACO

[18] Driver Identification DL

[14] Trust-Aware SVM Lack of

Intrusion Detection data trust

[15] Trust-Aware K-means Lack of

Clustering hybrid trust

[16] Trusted Routing Deep RL Lack of

VANETs data trust

[9] Trust Management Hybrid Limited size of

Trust trust evidences

[11] Trust Management Entity & Lack of

Data Trust hybrid trust

[19] Trust Management GP Not suitable

in dynamicity

Our Dynamic EDO Defining change

Work Trust Management by GP rate of operators

3.1. Network Assumptions

Vehicular ad hoc networks are formed by vehicles that participate to, and
leave from the network dynamically at any time while moving on the road at
different speeds and generally arrive at different destinations. These vehicles
encounter other vehicles in the traffic and make communication with them

10



on the move. They contribute to the network communication by sending
their own messages and forwarding messages coming from their neighbours
to other vehicles. Vehicles generally communicate with each other for a
short period of time, then never see each other again, which makes safely
communication harder for such dynamic networks. On the other hand, some
vehicles might move regularly to the same or similar destinations on different
days. This slightly increases the probability of meeting with the same vehicle,
thus making it useful to employ past interactions for establishing more safely
communication. Unfortunately, there is no standard communication model
for VANETs yet, so researchers have been proposing new communication
models. In the following, some assumptions about vehicles to propose a
communication model are introduced.

All vehicles have the equipment required to communicate with other ve-
hicles over wireless links and to form a VANET. The system times of all
vehicles are assumed to be synchronized by GPS as in [9]. They could send
messages about the properties of themselves and events on the road to other
vehicles within their communication range. They also could process mes-
sages coming from their neighbours, extend them by adding fields to the
received messages, and forward the extended message to other vehicles in
the network. Vehicles have a unit for calculating the trust levels of other
vehicles and their messages using some features collected from both the net-
work and the message. Identities and types of all vehicles are assumed to
be controlled and signed by the authorities, thus these information cannot
be changed by the vehicles themselves. A fully trustworthy authority uses
a public key infrastructure and carries out key management, such as issuing
certificates to newly registered vehicles, verification of certificates of vehicles,
and revocation of certificates, as assumed in [9, 11].

3.2. Application Messages

Many applications running on VANETs mainly focus on sharing informa-
tion about events that vehicles come across. Vehicles send application layer
messages to others while moving on the road to communicate and improve
the safety and efficiency of the traffic. These messages mainly have two types:
beacon and event messages.

3.2.1. Beacon Messages

Beacon messages are periodically sent messages without an observation
of an event. Vehicles send beacon messages every second to their neighbour
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nodes that are in their direct communication range. This message shows that
the sender vehicle of it is in the traffic network and moving on the road. The
beacon message includes the current position and velocity data of vehicle at
the time of sending this message in addition to the unique identifier and type
of the vehicle as shown in Table 2.

Table 2: Format of the Beacon Message

Unique Vehicle Message Current Current

Identifier Type Time Position Velocity

3.2.2. Event Messages

Event messages are sent by vehicles only when an event is observed.
Events can be considered as situations occurring in traffic or roads that are
worth to share information about them, such as traffic accidents, traffic jams,
or toll roads. Events that could occur in traffic are categorized into three
groups: safety events, efficiency events, and infotainment events. Messages
about safety events are the most critical type, since it aims to increase traffic
safety in critical events such as traffic accidents, wet/icy roads. Efficiency
event messages are used in order to establish an efficient traffic network in the
case of events such as traffic congestion, road maintenance, and closed roads.
Infotainment event messages carry information about the facilities nearby,
such as toll roads, scenic areas, restaurants, parking/petrol stations. An
event message includes the event type, event description, and event position
data besides the fields that exist in beacon messages as shown in Table 3.
However, these messages are triggered only when an event occurs, on the
contrary to beacon messages, which are sent periodically. In that way, the
data trust value of the event message is calculated without beacon messages
being stored.

Table 3: Format of the Event Message

Unique Vehicle Message Current Current

Identifier Type Time Position Velocity

Event Event Event

Type Description Position
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3.3. Attack Types

Suitable security solutions are needed for VANETs to overcome the vul-
nerabilities caused by allowing any vehicle to enter to the network, such as
selfish vehicles, misbehaving ones, and malicious vehicles. Selfish vehicles
use the network for their own intent. They collect all information from other
vehicles but do not send any data or send very limited/insufficient data to
them. Their main motivation is using the resources for their own good only
and not being helpful for other vehicles in the network. Misbehaving vehicles
could have some malfunctioned device or could be captured by an attacker
and send false information unintentionally. Malicious vehicles aim to damage
the network deliberately and are called attackers.

Malicious vehicles can carry out different types of attacks in any commu-
nication layer in order to harm VANETs. Benign vehicles should be aware
of that kind of attacks and they must decide whether the received messages
from other vehicles are trustable or not. Since different kind of attacks re-
quires different security countermeasures, this study focuses on the bogus
information attacks. More specifically, proposing a dynamic trust manage-
ment model for the following two attack types is the main motivation of this
study.

3.3.1. False Information Attack

Malicious vehicles observe events on the road like benign vehicles, but
they modify such messages about the events before forwarding them. Before
forwarding the message to their neighbours, attackers change the event type
of the real event as if a different event exists at the same position. This
causes vehicles receive conflicting event messages about the event at the same
position. If a vehicle is convinced that the event messages received from the
attacker are true, it might begin to classify benign vehicles as attackers.

3.3.2. Fake Message Attack

Malicious vehicles forge fake messages about nonexistent events to their
neighbours in this attack scenario. While an existent event message is modi-
fied in the false information attack, a new one is created in this attack type.
Attackers generate and send fake event messages to gain some advantage on
the road. For instance, they could decrease the density of a road by sending
fake messages about a nonexistent accident on that road. Such fake messages
can easily spread across the network. Because unlike the false information
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attack, there are no other messages regarding these fake events to help detect
the attack.

4. Dynamic Trust Management

Trust management models are used by researchers in ad hoc networks
to ensure secure and reliable communication. In such models, each node
assigns a trust degree to each message it receives and/or to each node that
the message is received from. A trust formula is used to calculate such trust
degrees by using the available information in the network. However, generally
manually generated trust formulas have a limited number of features and,
hence cover only a little aspect of network. They might not be able to
represent the complex properties of VANETs. A trust management model
proposed for VANETs should be able to reflect changes in topology and
events in the model.

In this study, we investigate the use of evolutionary dynamic optimiza-
tion techniques in order to generate a dynamic trust management model
automatically. Hence, the complex properties of VANETs such as dynam-
ically changing topology and events could be taken into account effectively
and efficiently. The model generates a formula for trust calculation using
a broader set of features, i.e., trust evidence, than previous studies in the
literature. The features represent complex characteristics of such a dynamic
environment. The components of the proposed dynamic trust management
model are described in the following sections.

4.1. Trust Types

Vehicles assign trust values not only to vehicles but also to the event
messages that are sent from these vehicles. These types of trust are called
vehicle trust and data trust (in other words, event trust), respectively. A
vehicle’s trust value represents the trustworthiness of vehicles in VANETs.
Its main aim is to find malicious vehicles and exclude them from the network.
An event’s trust value focuses on detecting bogus messages and preventing
them to be distributed into the network. These two types of trust values
affect each other in order to achieve a dynamically integrated trust model.
A more reliable trust management framework could be established by using
these two values together.
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4.2. Trust Properties

Trust management systems for ad hoc networks should take into ac-
count all five properties of trust, dynamicity, incomplete/partial transitivity,
context-dependency, subjectivity, asymmetry, as mentioned in Section 2.1.

Vehicles use only the information that they can gather from the network
and they express the value of trust as a continuous variable, thus the dynam-
icity of trust is represented in this study. Each vehicle calculates a different
trust value for each event message even if they are sent from the same vehicle
to evaluate the different experience with the vehicle, so a subjective trust is
established. A weighted transitivity model is used to transfer the trust infor-
mation about a vehicle to other vehicles to satisfy the incomplete transitivity
property of trust. A trust value is calculated only when a vehicle receives
an event message, so two vehicles which are communicated with each other
do not have the same trust value for each other. In addition, there exist
different types of vehicles in this network model that affect directly on their
trust values, thus these bring an asymmetric trust. The two different trust
types, vehicle trust and data trust, provide context-dependent trust values
between two vehicles.

4.3. Trust Evidences

Each term in the trust formula expression is called trust evidence and they
represent the features of the network, vehicles, and messages. Each vehicle
in the network gathers items of evidence about the network by using both
beacon and event messages. The values of items of trust evidence that are
used in this study are normalized to [0, 1]. Table 4 shows the trust evidence
set and Table 5 shows the notations used in the proposed dynamic trust
management model, which is described in detail below.

4.3.1. Neighbourhood

Vehicles calculate the current neighbourhood density as the ratio of the
number of current neighbours to the number of maximum neighbours en-
countered up to this time. Number of newly added neighbours and removed
neighbours since the delivery of the last event message is monitored by vehi-
cles using beacon messages. The percentages of these values are calculated
using the same number of maximum neighbours. The neighbourhood den-
sity of the vehicle A, NDA is defined as in Eq. 1, the percentage of added
neighbours of the vehicle A, APA is defined as in Eq. 2, and the percentage
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Table 4: Trust Evidence Set

Abbr. Trust Evidence

ND Neighbourhood density

AP Percentage of added neighbours

RP Percentage of removed neighbours

EP Proximity of the receiver vehicle to the event

V P Proximity of the receiver vehicle to the sender vehicle

SP Proximity of the sender vehicle to the event

TP Proximity of the event time to the current time

WV Weight of the vehicle

WE Weight of the event

PE Percentage of vehicles sending the same event

PT Percentage of vehicles sending the same event type

V T Trust value of the source vehicle

ET Trust value of the event message

VW Average weight of the vehicles sending the same event

EW Average weight of the events at the same location

TV Average weighted trust value of the source vehicle

TE Average weighted trust value of the event message

MP Percentage of malicious messages sent from the vehicle

of removed neighbours of the vehicle A, RPA is defined as in Eq. 3:

NDA = NNA / MNA (1)

APA = ANA / MNA (2)

RPA = RNA / MNA (3)

4.3.2. Proximity

Position and time proximity values are important factors in order to de-
cide whether the trust value of an event message and its sender should be
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calculated or not. Vehicles calculate three different position proximity values
using its own position, position of the received event, and position of the
sender vehicle. They also calculate the proximity of the event time to the
current time. Some messages are not taken into account for the calculation
of trust value when their proximity values exceed the maximum allowed dis-
tance and time values. The proximity of the receiver vehicle R to the event X
EPX

R is defined as in Eq. 4, the proximity of receiver vehicle R to the sender
vehicle S V P S

R is defined as in Eq. 5, the proximity of the sender vehicle S
to the event X SPX

S is defined as in Eq. 6 and the proximity of event time
X to current time TPX is defined as in Eq. 7:

EPX
R = (MD − EDX

R ) / MD (4)

V P S
R = (MD − V DS

R) / MD (5)

SPX
S = (MD − EDX

S ) / MD (6)

TPX = (MT − (T −GTX)) / MT (7)

4.3.3. Vehicle Type

Vehicles in VANETs have different roles and objectives on traffic based
on their types, which are divided into three groups: police cars, public ser-
vice vehicles, and ordinary automobiles. Vehicle types usually indicate the
trustworthiness of vehicles to some extent. Police cars are responsible for
controlling the traffic and providing road safety, therefore they are the most
trustworthy vehicles in the network. They are considered as vehicles with
high trust level in the proposed trust model. Public service vehicles such as
ambulances, buses, and engineering vehicles are usually on duty for ensur-
ing either road safety or efficiency, thus they are considered as vehicles with
medium trust level. Ordinary automobiles such as private cars, taxis are
considered as low level vehicles from the trust point of view, since their con-
tribution to road safety is generally lower than others. To use this knowledge
in trust calculations, a trust evidence called vehicle weight WV (x) is defined
as in Eq. 8:

WV (x) =


1.0, when x is a police car
0.7, when x is a public service vehicle
0.5, when x is an ordinary automobile

(8)
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Table 5: Notations

Notation Definition

NNA number of neighbours of vehicle A

MNA maximum number of neighbours of vehicle A

ANA added number of neighbours of vehicle A

RNA removed number of neighbours of vehicle A

EDX
R distance of receiver vehicle R to the event X

V DS
R distance of receiver vehicle R to the sender vehicle S

EDX
S distance of sender vehicle S to the event X

MD maximum allowed distance

T current time

GTX generation time of the event message X

MT maximum allowed event time

WA
V weight of the vehicle A

WX
E weight of the event X

V T S
R trust value of vehicle S calculated by vehicle R

ETX
R trust value of event X calculated by vehicle R

ENX
A the number of vehicles sending the same event X

TNX
A the number of vehicles sending the same event type X

TT the threshold for classifying an event message

CT S
R current trust value of vehicle S calculated by vehicle R

T S
R new trust value of vehicle S calculated by vehicle R

4.3.4. Event Type

Events have different impacts on traffic and road safety, thus requiring
different trustworthiness levels. The most important event type is clearly
safety events as described in Section 3.2.2. Vehicles in VANETs pay attention
to the importance levels of events to maintain road safety. This information
is represented with a trust evidence called event weight WE(x) as defined in
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Eq. 9:

WE(x) =


1.0, when x is a safety event
0.8, when x is an efficiency event
0.5, when x is an infotainment event

(9)

4.3.5. Sender Percentage

An event could be observed from more than one vehicle, so each of them
sends an event message about the same event. When an event message is
received, the receiver vehicle waits for a fixed period of time to receive other
messages of the same event from other vehicles. This period is experimen-
tally defined long enough in order to ensure vehicles could spread the event
message across the network before being invalidated and could get messages
about the event from their neighbours as much as possible. After the waiting
period, the vehicle calculates the ratio of vehicles that send the same event
message to the number of maximum neighbours. The percentage of vehicles
sending the same event X to vehicle A, PEX

A is defined as in Eq. 10:

PEX
A = ENX

A / MNA (10)

Event messages are considered as messages of the same event if their
positions are the same. On the other hand, due to attackers, different types
of event messages regarding to the event at the same position can be received.
In other words, malicious vehicles are also included in the calculation of
PEX

A . To distinguish different types of events occurring at the same position,
vehicles also count the number of vehicles that send event messages with the
same event type at the same position and calculate its ratio to all vehicles that
send an event message at this position. The percentage of vehicles sending
the same event type X, to the vehicle A, PTX

A is defined as in Eq. 11:

PTX
A = TNX

A / ENX
A (11)

Therefore, the event X in Eq. 10 corresponds to all received event mes-
sages at the same position regardless of their event types and the event X in
Eq. 11 corresponds to messages that have the same position and the same
event type.

4.3.6. Prior Knowledge

Vehicles take into account previous communications with the source of the
received message. They use the last updated vehicle trust value about the
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source when there exists a direct communication. In the case that another
vehicle forwards the source vehicle’s message, the receiver uses the vehicle
trust value sent by the forwarder vehicle about the source and a coefficient
which is its own vehicle trust value about the forwarder. A default trust
value is used when there is no prior communication between the receiver and
the source or forwarder vehicle. The same calculation is also done with the
data trust value of the event message sent by the forwarder vehicle.

4.3.7. Majority Opinion

Vehicles calculate some average values to have knowledge about the opin-
ion of majority. The average weight of the vehicles sending the same event,
similar to the sender percentage, is calculated by dividing the total weight
of vehicles that send an event message at the same position by the count of
them. The average weight of the events at the same location is calculated
using the count of vehicles that send the same event message, hence an idea
about the opinion of majority for the event type is obtained. The average
weight of vehicles sending the same event X to the vehicle A, VWX

A is defined
as in Eq. 12 and the average weight of events at the same location X sent to
vehicle A EWX

A is defined as in Eq. 13:

VWX
A = (

ENX
A∑

i=1

W i
V ) / ENX

A (12)

EWX
A = (

ENX
A∑

i=1

W i
E) / ENX

A (13)

Vehicles calculate the average trust value of the source vehicle weighted
by the vehicle trust values sent from forwarders and their own trust values
about the senders. If a vehicle directly receives a message from its source,
the receiver vehicle takes into account its own trust value about the source
vehicle. When a vehicle receives a message from an intermediate/forwarder
node, the receiver vehicle calculates the weighted vehicle trust value using
the trust value sent from the forwarder vehicle about the source vehicle and
its own trust value about the forwarder vehicle. The average weighted data
trust value of the event message is also calculated based on the data trust
value of the event message sent by the forwarder and the trust value of the
receiver vehicle about the forwarder. The average weighted trust value of
source vehicle S by vehicle R TV S

R is defined as in Eq. 14 and the average
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weighted trust value of event X by vehicle R TEX
R is defined as in Eq. 15 (i

means each forwarder vehicle):

TV S
R = (

ENX
A∑

i=1

V T i
R ∗ V T S

i )/ENX
A (14)

TEX
R = (

ENX
A∑

i=1

V T i
R ∗ ETX

i )/ENX
A (15)

4.3.8. Malicious Percentage

Vehicles keep track of malicious percentages of other vehicles from their
own point of view. Each vehicle classifies received event messages either
benign or malicious by calculating the data trust value of event messages
according to the trust formula given in Section 4.4. They calculate the per-
centage of event messages predicted as malicious in all event messages sent
by the source vehicle. If the receiver vehicles classify the event messages
correctly, this ratio can play a significant role in distinguishing subsequent
event messages.

4.4. Trust Calculation

The trust formula based on trust evidence is generated by evolutionary
computation. Vehicles use this formula to calculate the data trust value of
event messages received from their neighbour vehicles to decide whether the
event message is malicious or benign. The values of evidences used in the
generated formula are computed every time an event message is received. To
prevent unnecessary computing overhead, the calculation of the trust value
is made only if the values of the proximity evidences are in the determined
limits. In addition, beacon messages are stored in a sliding window and stale
messages are discarded to keep the memory consumption low.

Please note that all trust evidences used in the trust formula and the
formula itself are simple calculations. Vehicles only send the trust values of
the sender vehicle and data itself in event messages, hence the communication
cost is negligible compared to event messages. On the contrary, a successful
trust management system has a positive effect on the communication cost
by eliminating untrusted messages from the network traffic. Other necessary
information such as trust value of vehicles and a list of neighbor vehicles is
stored in vehicles.
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4.5. Trust Distribution

The dynamically changing topology of VANETs could cause vehicles to
encounter with vehicles that they have not communicated before and had no
experience about. Therefore, they should prefer to take into consideration
the recommendations from their own trustee rather than deciding randomly
to trust such newly encountered vehicles or not. Trust distribution plays a
vital role to achieve that.

Vehicles only forward event messages that they have decided to be trust-
worthy. Before they forward the event messages, they add their opinions
about them and their sender vehicle. This opinion contains both the data
trust value of the event message and the vehicle trust value of its sender. Be-
sides these two trust values, the following information about the forwarder
vehicle are also added to the event message: its identifier, type, position, and
velocity. Table 6 shows the forwarded event message format.

Table 6: Format of the Forwarded Event Message

Unique Vehicle Message Current Current

Identifier Type Time Position Velocity

Event Event Event Forwarder Forwarder

Type Description Position Identifier Type

Forwarder Forwarder Forwarder Forwarder

Position Velocity Data Trust Vehicle Trust

Vehicles do not forward event messages that they do not trust. However,
they inform other vehicles by sending their negative opinions about untrusted
event messages and about the source vehicles that initiate such event mes-
sages. Hence, by distributing such information about attacks, they help to
prevent further attacks from those source vehicles. The negative opinion
message contains the identifier of the attacker vehicle, the data trust value
of the malicious event message, and the vehicle trust value of the attacker
in addition to information about the owner of this negative opinion. Table 7
shows the format of the negative opinion message.

If the receiver nodes of event messages correctly calculate the data trust
value of these messages and classify the attacks correctly, they increase the
detection possibility of these attacks by their neighbours even if they did
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Table 7: Format of the Negative Opinion Message

Unique Identifier Vehicle Vehicle Current Current

of Attacker Identifier Type Position Velocity

Vehicle Trust Value Data Trust Value

of Attacker of Malicious Message

not meet the attacker before. Misclassification causes benign vehicles are
regarded as attackers, and thus the fitness value decreases.

4.6. Trust Update

Vehicles keep the trust value of each vehicle they encounter in order to
preserve the results of interactions with the sender vehicles and update these
trust values after trust calculation of each event initiated by these source
vehicles.

Event messages sent from vehicles that have higher trust value are decided
more likely to be trustworthy than event messages from untrusted vehicles.
The trust values of vehicles are initialized to a default value and updated
according to the Eq. 16 every time an event message is received from these
sender vehicles. Let us assume that the vehicle R receives an event mes-
sage sent from vehicle S. Here, ET S

R represents the trust value of the event
message and TT refers to the threshold for accepting this event message to
be forwarded. Where CT S

R shows the current trust value of vehicle S calcu-
lated by the vehicle R, T S

R indicates the newly updated vehicle trust value of
vehicle S calculated by the vehicle R.

T S
R =

CT S
R × ET S

R , 0 ≤ ET S
R < TT

CT S
R + (1− CT S

R)× (
ET S

R − TT

1− TT
), TT ≤ ET S

R ≤ 1
(16)

While calculating T S
R , a well-known principle about trust “hard to earn

but easy to lose” [6, 7, 8] is applied. Increasing rate of a vehicle’s trust value
is proportional to the gap between the maximum trust value and the vehicle
trust value, and the normalized trust value of the event message. In contrast,
untrusted event messages will rapidly decrease the trust values of the source
vehicles that send these messages.

Trust values of source vehicles are calculated in addition to the trust value
calculation of forwarder vehicles. A node who receives an event message
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updates the trust value of the source vehicle of this event message according
to the Eq. 16 in addition to its sender. They pay attention to the opinions
of forwarder vehicles while they update the vehicle trust values of source
vehicles.

When vehicles receive a negative opinion, they update the trust value of
the source vehicle using Eq. 17. A receiver vehicle R updates the trust value
of the source vehicle S (T S

R) by decreasing its current trust value (CT S
R) using

the data trust value of the event message sent by the source to the forwarder
(ET S

F ) and the trust value of the source vehicle (CT S
R) with a factor of the

trust value of the forwarder vehicle F (CT F
R ) that sends the negative opinion.

T S
R = CT S

R − CT F
R × (CT S

R × (1− ET S
F )) (17)

4.7. Evolutionary Dynamic Optimization

Genetic programming [34, 35] is a population-based search algorithm in-
spired by natural evolution. It starts with generating a population of in-
dividuals (usually at random) which are candidate solutions for the target
problem. Then, each individual is evaluated using a fitness function and is
assigned with a fitness value that indicates how well this candidate solves
or comes close to solving the problem at hand. Until a termination crite-
rion is satisfied, new populations are generated iteratively by using selection,
crossover, and mutation operators, as in natural evolution. These genetic
operators are used to provide better solutions in the new population. The
pseudocode of a generic single-objective genetic programming is given Alg. 1.

Algorithm 1 The pseudocode of a generic single-objective GP

1: generate the initial population of individuals randomly
2: while a termination criterion is not satisfied do
3: evaluate the fitness value of each individual
4: select the fittest individuals for reproduction
5: breed new individuals through genetic operators
6: replace the least-fit individuals with new individuals
7: end while
8: return best-of-run individual

Here, each individual shows a candidate formula to be used for trust
calculation and is represented as a tree in GP. Since the tree structure of
GP is very suitable to represent the problem at hand, GP is preferred over
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Figure 1: The GP tree of a simple trust formula including trust evidences and operations

other evolutionary computation algorithms in this study. In-order traversal
of the tree outputs a candidate formula. Terminal nodes of the tree are
trust evidences in Table 4 and some ephemeral random constants (ERC).
Non-terminal nodes of the tree consist of the mathematical operations listed
in Table 8. These operations are implemented to have the result value of
[0, 1]. An example GP tree which represents a simple trust formula that uses
some trust evidences and mathematical operations of the model is shown in
Figure 1. This tree corresponds to the following formula given in Eq. 18.

{PT 2×[(cos (π × VW )+1)/2]3+[(eTV−1)/(e−1)−
√
1−MP+1]/2}/2 (18)

The initial population is generated randomly. A fitness value is assigned
to each individual based on its detection rate of false and fake event messages.
Higher value of fitness value shows better individuals, so the algorithm tries to
increase the fitness value of the population using genetic operators. Selection
operator probabilistically determines the parent individuals that will be used
in the crossover and mutation operators. Better individuals have a higher
chance to be selected. Crossover and mutation operators are used on the
selected parents to breed new individuals. The crossover operator exchanges
different portions of the parents and produces two new child individuals. It
aims to create better solutions using good parts of parents. In the mutation
operator, some portions of newly generated solutions are changed randomly
to increase diversity and produce better solutions. GP terminates when the
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Table 8: Genetic Programming Operation Set

Name Operation

Add (X + Y ) / 2

Mult X × Y

Square X × X

Cube X × X × X

Neg 1 − X

Sub (X − Y + 1) / 2

Exp (eX − 1) / (e − 1)

Sqrt
√
X

Sin (sin(πX − (π / 2) ) + 1) / 2

Cos (cos(πX) + 1) / 2

ideal solution is found and returns it. Generally, finding the ideal solution
takes a very long time for such complex problems. Thus, a predefined number
of generations is used, so the GP terminates when it reaches that number of
generations and returns the current best solution.

A vehicle makes a true positive (TP ) decision if it correctly identifies a
malicious event message as untrustworthy. Similarly, if a vehicle identifies a
benign event message as trustworthy, it makes a true negative (TN) decision.
A vehicle makes a false positive (FP ) decision if it tags a benign event
message as untrustworthy. Similarly, a malicious event message tagged as
trustworthy is a false negative (FN) decision. Based on TP , TN , FP and
FN values, the fitness value of the generated trust formula is calculated using
Matthews Correlation Coefficient (MCC) [36], defined as in Eq. 19.

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(19)

MCC is a widely used measure of the quality of binary classification
in the machine learning field. It takes into account the four values in the
confusion matrix equally weighted, thus it performs better when the positive
and negative classes are imbalanced [37, 38, 39, 40]. It takes values in the
interval [−1, 1]. The value 1 shows the perfect positive relationship and the
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value −1 shows the perfect negative relationship. The value 0 represents no
correlation, i.e., random prediction.

Evolutionary dynamic optimization aims to solve dynamic optimization
problems by applying EC techniques. DOPs are defined as “are solved on-
line by an optimization algorithm as time goes by” in [2]. They state that
the fitness landscape of the dynamic problem changes in DOPs and the op-
timization algorithm must provide new optimal solutions. A dynamic trust
management problem for VANETs is a good example of DOP. Vehicle and
event densities are some examples that are subject to change over time of
day. These affect directly to the fitness landscape of the dynamic trust man-
agement problem, so the trust calculation formula used as the solution must
be changed to find a new optimal solution which classifies the event messages
better.

The proposed dynamic trust management model tracks the fitness land-
scape of the DOP to detect a change in the VANET environment. The most
common change detection approach in the literature is applied in this study
by reevaluating the current best solution as the detector in the next genera-
tion [41, 42, 43]. The change in the fitness value of the detector means the
change of the problem. When the dynamic fitness landscape of the problem
is changed to an area in which the algorithm does not have members in the
area that includes the new global optimum, the algorithm fails to track the
moving global optimum and turns into tracking a local optimum because it is
already converged and could not react to the change [2]. Crossover operator
does not help the converged algorithm because this searches only around the
local optimum, which makes it a kind of local search. Small changes of the
fitness landscape are tracked by the mutation operator, and large changes
are tracked by another operator which generates new random individuals in
all search areas with the aim of finding a better solution than the current
best, which is likely close to the moving global optimum [2]. It is shown
in [44] that these adaptive control parameters help GP to perform better
than the static control parameters in dynamic problems. When a change
is detected, the model applies the commonly used EDO approach, which is
diversity introducing, by simply increasing the diversity of GP by increasing
the mutation rate and introducing random individuals to the population.
This provides the algorithm can track the moving global optimum even if
the dynamic fitness landscape moves to an area that the population has no
individuals in it. This is also shown by the results in this study.
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5. Experimental Settings

The proposed method is evaluated on several experimental scenarios in
order to show its performance on varying conditions. Each experiment has
two phases: evolving a trust formula on a network topology as the training
phase and evaluating the trust formula on other similar network topologies
as the testing phase. They are given in detail in this section.

5.1. Training Phase

In training, each evolved trust formula by GP is executed on the same
set of networks in order to evaluate its fitness value. These formulas are
used to classify application messages that vehicles get from their neighbours
as either benign or malicious. A fitness value is assigned to them based on
their classification performance using MCC. GP operators are then applied
to evolve new formulas for trust calculation with the aim of generating fitter
individuals at each generation. Networks used in training and testing are
simulated by using the ns-3 network simulator [45]. The ECJ toolkit [46] is
used for EC implementation.

5.1.1. Network Properties

The parameters used in the network simulations are listed in Table 9.
The values of parameters other than the application-specific ones are chosen
in accordance with a previous trust management model for VANETs [47].
Each candidate trust formula in GP is evaluated on three networks. In
each network simulation, the random waypoint mobility model is applied to
generate different network topologies and mobility patterns. In each network,
the initial placements of vehicles and event messages are assigned randomly.
Because of this randomness, each candidate solution can be evaluated on
different networks with varying traffic and mobility patterns. The same three
networks are used to evaluate the performance of each evolved trust formula,
hence the fitness values of individuals are comparable. The fitness value of
an individual, i.e., the trust formula, is calculated as the average of MCC
values on these three networks. Each network simulation time is limited to
300 seconds to complete the whole evolution process in a reasonable time.

Two different sets of parameters are used for each scenario to introduce a
change to the problem besides the dynamic nature of VANET topology. This
change makes the problem a dynamic optimization problem by introducing
more dynamicity over time. Each scenario has only one change point of the
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Table 9: Network Simulation Parameters

Name Value

Simulation area 600 m x 600 m

Number of vehicles 50, 100

Ratio of vehicles 5% with high trust,

15% with medium trust

80% with low trust

Ratio of attackers 10%

Training simulation time 300 seconds

Test simulation time 900 seconds

Vehicle placement Random

Mobility model Random waypoint

Vehicle speed 20 m/s

Number of events 25, 50, 100

Ratio of events 10% safety,

40% efficiency

50% infotainment

Event placement Random

Event detection range 10 meters

Max event distance 50 meters

Max event time 1 second

Max delay time 0.2 seconds

Default trust value 0.5

Change in the problem number of events (from low to high)

problem in time, which is introduced as an increase in the number of events.
This causes two trust formulas are evolved in each scenario; one is just before
the problem change, the other is at the end of the scenario after the problem
change. Both of these solutions are evaluated in test environments and are
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compared.
Each scenario has the same number of vehicles and attackers, the same

ratio of events regardless of the problem change carried out in the middle of
the simulation. Vehicles with high and medium trust make up, respectively
5% and 15% of the total vehicles and the rest of them are low level ordinary
vehicles. Attacker vehicles are always chosen among the ordinary vehicles
and their ratio is fixed along the scenario. Similarly, safety events make up
10% and efficiency events make up 40% of the total events, and the other
events are infotainment events. The problem is changed by increasing the
event number from 50 to 100 while preserving the ratios of all event types.

The running time of the evolving trust formula is proportional to the
running time of GP, hence the size of individuals evaluated in each generation
(I), the number of generations (G), and the cost of fitness evaluation of each
trust formula (F ) is used to determine the time complexity of the proposed
approach which is defined as in Eq. 20. The average of running the trust
formula on three network simulations is calculated for the cost of fitness
evaluation of each trust formula. The time complexity of in-order traversal
of the trust formula tree, whose number of nodes is n, is O(n). Please note
that the number of nodes in the tree is limited by the maximum tree depth
as given in Table 10.

O(I ×G× F ) (20)

5.1.2. EDO Properties

Table 10 lists the parameters used in the application of EDO technique.
Each individual in the population represents a mathematical formula to cal-
culate the trustworthiness value of application messages. An initial popula-
tion of 100 individuals is generated randomly. The crossover and mutation
operators of GP are applied to the population after all individuals are run
on the network simulations and their fitness values are acquired.

The best individual of the population is transferred as the elite individual
to the next generation to detect whether the problem is changed or not. If
the problem is not changed, the fitness value of the elite individual remains
the same as before. The change of the fitness value of the elite means that
there occurs a problem change. This change detection mechanism is called
“detecting change by reevaluating solutions” [2] and the use of the current
best solution as the detector is a common approach [41, 42, 43].

The problem is changed at 50th generation in the evolution process. If
the solution of the new problem moves to an area that the population has
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Table 10: EDO Parameters

Name Value

Population size 100 individuals

Crossover probability 0.9 / 0.6

Mutation probability 0.1 / 0.3

Diversity probability 0.0 / 0.1

Elitism The best individual of the population

Terminal nodes Trust evidences and ERC

Non-terminal add, sub, mult, sin, cos,

nodes exp, square, sqrt, cube, neg

Generation size 50 + 50 generations

Maximum depth of tree 17

no individual in it, the algorithm needs to diverge to that area to track the
moving optimum. Hence, the probabilities of crossover and mutation opera-
tors are changed to 0.6 and 0.3, respectively, in order to “introduce diversity
when changes occur” [2]. A new diversity operator is introduced when the
problem change is detected by EDO in order to increase the diversity by
introducing new random individuals to the population besides the mutation.
The evolution continues for another 50 generations to search solutions for
the new problem based on the population of the prior problem rather than
starting from scratch. Hence, the knowledge obtained in the first 50 genera-
tions are transferred to the new problem for evolving fitter solutions for the
new problem. With this approach, it is expected to evolve better individuals
in a shorter time than the traditional approach. Moreover, it is expected to
produce higher initial and final performances in the new problem compared
to learning from scratch.

5.2. Testing Phase

Each training phase produces two different formulas for the calculation of
trust values of messages sent by vehicles: GP-based and EDO-based formula.
These are the best known solutions to each problem in the experiment, the
former is for the problem before change, and the latter is for the problem
after change. EDO-based formula is tested on 100 simulated networks that
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have the same number of vehicles and events, and the same event ratios,
but with different network topologies and mobility patterns. The average of
MCC values obtained from 100 runs is taken as the test result of the trust
formula.

6. Experimental Results

The experimental results are presented in this section. The interpreta-
tions of the MCC values are selected from the three most commonly used
ones based on different research areas, given at [48]. By taking into con-
sideration that road safety and traffic efficiency are critical tasks, the most
strict interpretations used in the medicine area are applied here, as shown in
Table 11.

Table 11: Interpretation of the MCC Values

Perfect 1.0

Very Strong 0.8 - 1.0

Moderate 0.6 - 0.8

Fair 0.3 - 0.6

Poor 0.1 - 0.3

None 0.0 - 0.1

6.1. Performance of the Best Individuals

Figure 2 shows the fitness values of four individuals obtained in 20 differ-
ent runs. The first one is the best individual obtained by GP only at the 50th

generation, just before the environment is changed. The second one is the
same individual but evaluated on the new problem at 51th generation just
after the change is performed. These individuals are obtained by running
the traditional GP algorithm only. The third and fourth ones are the best
individuals obtained at the end of each run (i.e., at the 100th generation)
by EDO and GP, respectively. Please note that all individuals evolved are
evaluated by using all three networks described in Section 5.1.1, so the fit-
ness values in the Figure 2 are the average value of the results in the three
networks.
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Figure 2: Performance of the best individuals before and after the change in the problem

As it is expected and shown in the figure, the fitness value of the best
individual at 50th generation decreases when it is applied to the new problem.
Thus, searching a new individual becomes a necessity when the problem is
changed. Only a couple of individuals increase their fitness value when the
problem changes, but they already have high fitness values at this point. It
can be concluded that the effect of the problem change is minimal when the
best individual has already high fitness value and has a better convergence.
When the final performances of GP and EDO are compared, it is shown
that EDO mostly finds either better or equal individuals compared to GP.
Besides, the EDO finds fitter individuals quicker than the GP as shown in
the convergence graphs in Figure 3, which shows the fitness value of the best
individual in each generation after the problem change point.

6.2. Performance on Networks with Higher Density of Benign Vehicles

Figure 4 shows the evaluation of the best individual on testing networks in
which the total number of vehicles is increasing but the number of malicious
vehicles is fixed. The increase in the density of vehicles can be corresponded
to networks at different times. The density of vehicles increases at rush hours
in urban areas and decreases after a while in the real world. Malicious mes-
sages (%) show the actual percentage of malicious messages in all messages
in the network.

As shown in the figure, the average of MCC values starts from a very
strong correlation level and goes down to a moderate correlation level to-
wards 200 vehicles (quadruple of the initial density) and a fair correlation
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Figure 3: Convergence graphs of all training phases after 50th generation

level afterwards even if the detection rate (DR) (i.e., recall) decreases only
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Figure 4: Performance of the model on networks with higher density of benign vehicles

about 5% while the vehicle number is increasing. Moreover, the average of
false positive rates (FPR) only fluctuates between 1.01% and 1.73%, while
the percentage of malicious messages in the total messages decreases from
6.76% to 0.77%, but the mean percentage of precision value decreases. Be-
cause while the number of vehicles increases, the total number of benign
event messages in the environment increases dramatically and the formula
produces more FPs for the sake of detection of malicious messages. In such
rush hours, the event message produced by one vehicle is delivered to more
vehicles. With the help of forwarding benign messages, messages classified
as TN gradually increase. The formula produces more FPs in such a case.
Because the increase rates of both FPs and TNs are similar, the FPR does
not change so much. In contrast, TPs increase much slower than FPs, thus
the precision decreases. Each FN message is forwarded to other vehicles
and unless all vehicles detect the malicious message correctly, it continues
to be forwarded in the environment. On the other hand, each FP message
is dropped immediately to prevent the propagation of the message that is
reputed to be malicious. Thus, the model is evolved towards to accept mis-
classifying some benign messages in order not to miss any attack.
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Figure 5: Performance of the model on networks with higher density of vehicles & attackers

6.3. Performance on Networks with Higher Density of Vehicles & Attackers

Figure 5 shows the evaluation of the best individual on testing networks,
where the number of total vehicles and malicious vehicles are increasing,
preserving the initial ratio of attackers on all networks. Similar to Figure 4,
the average of MCC values starts from a very strong correlation level and
goes down to a moderate correlation level towards 200 vehicles and a fair
correlation level afterwards even if the DR decreases only about 5% while the
vehicle number is increasing. Although the attacker ratio does not change,
the percentage of malicious messages in the total messages decreases from
6.76% to 4.33% like in the Figure 4 but not that much because of the increase
in the number of malicious vehicles in this scenario. Moreover, the average
percentage of FPR increases from 1.01% to 5.38%, and the average percentage
of precision value decreases. While benign vehicles begin to detect malicious
messages and isolate the attackers throughout the scenario, preserving the
attacker ratio and increasing the malicious vehicle proportional to it does
not cause to increase the malicious message ratio. Hereby, the results of this
scenario are similar to the previous one. As it is stated above, the model
is inclined to produce formulas where they output more FPs for the sake of
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Figure 6: Performance of the model on networks with higher density of events

Table 12: Values of the Metrics in Figure 6

Event MCC DR FPR Precision Malicious

Number Message

50 92.65% 93.72% 0.82% 93.26% 7.92%

100 89.38% 91.81% 1.01% 88.95% 6.76%

150 86.45% 90.83% 1.39% 84.93% 6.21%

200 84.63% 90.03% 1.48% 82.22% 6.03%

250 83.64% 89.60% 1.69% 81.03% 5.96%

detection of malicious messages while the total benign event messages in the
environment increases.

6.4. Performance on Networks with Higher Density of Events

Figure 6 shows the performance of the best individual on simulated net-
works with higher density of event messages. The average of MCC values
again starts from a very strong correlation level and maintains its correlation
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level even if its own value and the precision rate slowly decrease while the
number of events is increasing (Table 12). The average DR decreases about
4% and FPR only increases from 0.82% to 1.69%. The percentage of ma-
licious messages in the total messages only decreases from 7.92% to 5.96%
unlike previous scenarios, because the increase in the number of events causes
an increase in the number of both benign and malicious messages. This re-
sults in a slight decrease in the fitness value compared to Figures 4 and 5
as the model does not need to misclassify many benign messages in order to
detect malicious messages.

The high density of event messages simulates unusual conditions on the
road that are not seen everyday, such as road maintenance and closed roads
in an area. In such cases, vehicles send/forward more event messages than
before. Because malicious vehicles modify event messages about real events
and forward these modified malicious messages to the network, the ratio of
malicious messages in the network does not decrease much. This gives the
model to detect malicious messages without increasing its error comparing
to the previous scenarios where the density of vehicles/attackers is increased.
As we compare Figure 6 with Figures 4 and 5, it can be said that the model
separates benign and malicious messages better when there is an adequate
amount of malicious messages rather than low or limited attacks while main-
taining a successful attack detection mechanism on any environment.

6.5. Performance on Networks with Higher Density of Attackers

Figure 7 shows the performance of the best individual on networks having
more number of malicious vehicles. The increase in the number of attackers
causes more false information to be distributed in the network. Differently
from the other testing scenarios, the percentage of malicious messages in the
network increases proportionally to the increase in the number of malicious
vehicles in this scenario. The evolved model generally does not miss malicious
messages but misclassifies some benign messages as shown in the previous
test scenarios. Therefore, increase in the number of malicious messages does
not affect the detection, they could be easily detected by the model. Hence,
the MCC mean value again starts from a very strong correlation level and
maintains its correlation level unlike other test scenarios that are increas-
ing the density of vehicles/attackers. Additionally, different from all other
test scenarios, the precision rate increases slowly and even the DR increases
slightly while the malicious vehicle number is increasing. Moreover, the mean
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Figure 7: Performance of the model on networks having more malicious nodes

percentage of FPR only increases from 1.01% to 4.80% because of the de-
creasing number of benign messages. As shown in the Figure 6 that the
fitness value is maintained at a level when the ratio of malicious messages
does not decrease much, Figure 7 shows also that increasing the malicious
message ratio can help the model to maintain the fitness level. As a result,
increase in the number of malicious vehicles does not decrease the fitness
value as the model already tends to detect malicious messages, thus this
results in more TPs and less FPs.

These results are compared with ART [47], which is implemented in a
similar attack scenario as stated in Section 5.1.1. When more attacks exist
in the network, the precision and recall values of ART decrease as stated
in [47]. The precision and recall are decreased from ≈93%, ≈91% to ≈87%,
≈85.1%, respectively in ART, when the number of malicious vehicles in-
creased from 15% to 40%. Therefore, the proposed approach shows much
better performance than ART in a network, where more than 25% activi-
ties are malicious as shown in Table 13. To sum up, the experiments show
that the model is very robust to the increase in malicious vehicles. This is
an essential characteristic for a trust management model in VANETs, since
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Table 13: Values of the Metrics in Figure 7

Malicious MCC DR / FPR Precision Malicious

Vehicle Recall Message

9.42% 89.38% 91.81% 1.01% 88.95% 6.76%

17.42% 88.83% 92.54% 2.05% 88.62% 13.26%

24.52% 89.13% 92.68% 2.67% 90.18% 19.30%

31.22% 89.09% 92.25% 3.04% 91.66% 25.37%

36.84% 88.94% 92.26% 3.39% 92.59% 30.85%

41.80% 88.25% 91.79% 3.90% 93.27% 35.87%

46.32% 87.33% 92.01% 4.80% 93.06% 40.41%

Table 14: Real World Application Simulation Parameters

Name Value

Simulation area 4.6 km x 3.0 km street map

Number of vehicles 99 (low), 210 (medium), 370 (high)

Vehicle mobility/speed real-world traffic data model

Number of events 100

Event detection range 100 meters

Max event distance 500 meters

Change in the problem number of vehicles (from medium to high)

misclassifying of a malicious attacker could result in drastic results in traffic.

7. Real World Application Case Study

To reduce the gap between synthetic environments with real-world ap-
plications, the proposed dynamic trust management model is also run on a
real-world traffic model taken from a street map in Zurich. In this simula-
tion of a real-world application, the initial position, mobility, and speed of
vehicles are simulated according to the real-world traffic model [49] which is
included in the distribution of ns-3. It has three options of traffic density
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settings as low, medium, and high and takes 300 seconds. The parameters
of this simulation that are different from the Table 9 are listed in Table 14.

The fitness value of the best individuals in the training of this experiment
in the format of Figure 2 is as follows: 77.80% at towards change, 70.30% at
change point, 96.11% at EDO after change, and 93.24% at GP after change.
As shown from the results, the model has similar outcomes to the previous
experimental scenarios on a real-world traffic model.

The best individual found by EDO is tested in 300 different environments
that have the same street map and real-world traffic data model but different
event positions which are placed randomly. The average values of the five
metrics of these test results that are given in the previous test results are
as follows: 80.68% MCC, 72.27% DR, 0.14% FPR, 91.57% precision and
2.04% malicious messages. As also shown from these test results, the model
has again good outcomes on a real-world traffic model. It is stated that
in a machine learning-based botnet detection study [50], machine learning
algorithms that reach 99% detection rates on synthetic environments could
have a DR value of 75% on real-world environments, which can explain the
drop in the DR value of this study. The very strong correlation level of
the MCC value shows clearly that the proposed dynamic trust management
model is also effective against bogus information attacks on the real-world
traffic model and could be used in real-world applications.

8. Limitations and Future Works

Traditionally, the solutions in the literature propose a predefined static
trust calculation formula for VANETs. However, in this study, the evolution
of a trust formula that adapts to changes in the environment is proposed to be
able to change the trust calculation dynamically. Even though the proposed
approach is suitable for dynamic environments such as VANETs, it requires
to detect changes in the problem in order to adapt them. Here, the decrease
in the fitness value (MCC) is used to do that. However, if the attackers know
the fitness function, they might try to evade from it. Additionally, it is not
trivial to decide the change rate of GP operators in case of a change in the
environment, since changing parameters too little will result in local search,
and changing too much will result in random search [2].

Although EC and EDO techniques are employed in this study, some other
algorithms can be used to build a trust management model automatically in
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VANETs. As support vector machines are reliable machine learning tech-
niques for non-linear classification scenarios, trust management models can
be developed using them [14]. Additionally, it is shown that reinforcement
learning (RL) is a promising approach for processing large amounts of data
sent from vehicles in VANETs [16]. In the future, the use of deep reinforce-
ment learning techniques on the problem could be explored. Chen et al. [51]
propose two new strategies in order to stabilize the value estimation, hence
to mitigate the unstable reward estimation problem of Deep RL in dynamic
environments. Furthermore, transfer learning could be investigated in order
to adapt the model to a new, more dynamic environment in the future.

This study uses two exemplar attacks in order to show the performance of
the proposed trust management model. In the future, more complex attack
scenarios such as on-and-off and collaborative attacks can be implemented.
During an on-and-off attack scenario, malicious vehicles cease executing their
attacks for a short time and become trusted by other vehicles in the network
by behaving benignly in that period. Malicious vehicles might support one
another in collaborative attacks by sending malicious messages of attackers to
other vehicles with high data trust values. The detection of malicious vehicles
in such cases becomes more challenging, which needs further investigation.

9. Conclusion

This paper presents the first research that explores the use of evolutionary
computation techniques and evolutionary dynamic optimization algorithms
to the dynamic trust management problem in VANETs. A dynamic trust
management model based on genetic programming and EDO is proposed to
evaluate the trustworthiness of messages about events on the road sent by ve-
hicles in VANETs automatically. The trustworthiness of vehicles are tracked
using the vehicle trust value based on the data trust values of their event
messages to establish a more reliable trust management framework with the
combined trust model. A large number of trust evidences are collected from
messages in the network to represent the complex properties of VANETs,
including the dynamicity. This set covers much more trust evidence than
other trust management studies in the literature. A trust formula based on
the trust evidence set is evolved by genetic programming and later is adapted
to the dynamically changing network conditions by EDO. The simulation re-
sults show that the proposed dynamic trust management model is effective
against bogus information attacks.
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