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ABSTRACT

The Internet of Things (IoT) is becoming ubiquitous in our daily life. IoT networks that are made up
of devices low power, low memory, and low computing capability appears in many applications such
as healthcare, home, agriculture. IPv6 Routing Protocol for Low Power and Lossy Network (RPL)
has become a standardized routing protocol for such low-power and lossy networks in IoT. RPL
establishes the best routes between devices according to the requirements of the application, which is
achieved by the Objective Function (OF). Even though some security mechanisms are defined for
external attackers in its RFC, RPL is vulnerable to attacks coming from inside. Moreover, the same
attacks could has different impacts on networks with different OFs. Therefore, an analysis of such
attacks becomes important in order to develop suitable security solutions for RPL. This study analyze
RPL-specific attacks on networks using RPL’s default OFs, namely Objective Function Zero (OF0)
and the Minimum Rank with Hysteresis Objective Function (MRHOF). Moreover, mobile attackers
could affect more nodes in a network due to their mobility. While the security solutions proposed in
the literature assume that the network is static, this study takes into account mobile attackers.

Keywords Internet of Things · IoT Security · RPL · Objective Functions · Attacks · Mobility

1 Introduction

IoT has become one of the most revolutionary concepts of this century with the advancements in sensor and networking
technologies. The adoption of the IPv6 protocol standard has led to the emergence of numerous IoT devices that are
capable of communicating with each other and with remote machines through the Internet. It is estimated that total
installed base of IoT devices will reach around 75 billion in 2025 [1]. IP-connected IoT devices have recently opened
the door to the development of several life-enhancing applications. These include healthcare monitoring, smart cities,
transportation and logistics, military and defense, robots, and the like.

Low Power and Lossy Networks (LLN) in IoT are characterized by high packet loss and low throughput. Due to
the characteristics of LLN, traditional routing protocols, even those proposed for WSNs are not applicable to LLNs.
Therefore, the Internet Engineering Task Force-Routing over LLN (IETF-RoLL) group designed an IPv6-based routing
protocol specific for the LLNs: RPL, which operates on the IEEE 802.15.4 standard using IPv6 over Low-power
Wireless Personal Area Network (6LoWPAN) adaptation layer.

RPL makes use of OF in order to build an optimal route between the IoT devices (or nodes) in the network. There are
different routing metrics employed in OFs that play key role in selecting parent node and hence routes to the root node
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or destination nodes. These include Expected Transmission Count (ETX), hop count, energy, and the like [2]. There is
no obligation to use a specific OF metric; it often depends on the requirements of IoT applications. The appropriate
selection of OFs is very important because it significantly affects the performance of the network including packet
delivery ratio, end-to-end delay, power consumption. Although various kinds of OFs have been proposed until far, OF0
and MRHOF are known as standard OFs defined for the RPL.

RPL ensures efficient routing among IoT devices on LLN, and that’s why, it is adopted as the standard routing protocol
today. However, there are a number of significant challenges faced by RPL. The first is that the RPL protocol is
vulnerable to attacks (particularly to insider attacks) that aim to consume resources of IoT devices and hence reduce the
lifetime of the network. The other is that RPL does not support mobility, it is specifically designed for static networks.
Considering the fact that most of the application scenarios in IoT such industrial automation involve the use of mobile
nodes attached to agents such as workers, robots, products, and the like, this can be regarded as one of the major
drawbacks of RPL. Therefore, new improvements on RPL have been explored by researchers [3, 4]. Such improvements
should be carried out for providing its security as well, since the existence of mobile attackers could severely damage
the network. This is one of the main objectives of the current study.

This study explores the performance of RPL under attack. Although some analysis is carried out for a particular type of
attack, such as rank attack [5], version number attack [6, 7]; this study differs from these studies by taking into account
both OF and mobility that could change the effect of attacks on networks. Moreover, this study does not focus on a
particular attack but covers different types of attack namely version number, DIS flooding, worst parent attacks are
included in this study. As stressed earlier, the mobility of the nodes can harm the RPL-operated network with changing
rates depending on several factors. Among them, the OF used in the network and the density of mobile nodes are
priori because they are highly correlated to the performance of RPL. This becomes alarming when there are attack
nodes present in the network. From this point of view, this study will provide a great insight to the researcher studying
to enhance RPL towards the mobility and to develop security solutions. This is the continuation study of [8] which
analyze attacks on static networks only. To the best of our knowledge, this is the first study that thoroughly analyzes the
performance of RPL on networks with varying mobile attacker densities and with different OFs. RPL is analyzed under
different network scenarios by using the following performance metrics: packet delivery ratio, power consumption,
overhead, and latency.

The rest of the paper is organized as follows. The background information that covers an overview of RPL, the
standard/default objective functions used in RPL, and attacks targeting RPL is given in Section 2. Section 3 summarizes
the studies in the literature that analyze attacks and consider mobility in RPL security. The experimental settings are
introduced, and the experimental results are discussed in Section 4. Finally, Section 5 concludes the study.

2 Background

2.1 Overview of RPL

RPL creates a topology called Destination Destination Oriented Directed Acyclic Graph (DODAG). DODAG is a DAG
rooted at single destination. A network can operate on one or more RPL instances where multiple DODAGs can take
part. The role of each instance is to define an objective function to calculate the optimum path within the DODAG. A
DODAG is built by using the following RPL control packets:

• DODAG Information Object (DIO): It is initiated and broadcast only by the root node. DIO packets carry
network information (e.g., instance ID, version number). Each of the receiving nodes adds the sender to its
parent list, calculates its own rank value, which states its position in the graph with respect to the root node,
and finally, it forwards DIO to its neighbors. DIO packets are relayed throughout the graph and play a major
role in constructing the default upward routes. The transmission interval of the DIO packets should be well
adjusted. The lower the interval is the higher the overhead leading to shorter lifetime of the network; the
higher the interval is, however, the lower the responsiveness to the network’s inconsistencies. The management
of transmission rate of DIO packets by the nodes is governed by an algorithm in RPL called trickle timer.
This algorithm enables DIO packets being broadcast more frequently initially to make DODAG stable, and
increases the time interval to avoid unnecessary propagation of DIO packets in the network. The timer is reset
when an inconsistency is reported by the nodes, causing the DIO packets being broadcast instantly again.

• DODAG Information Solicitation (DIS): It is used as a solicitation for having DIO information when a new
node is to join the DODAG. DIS packets are broadcast by the new node to its neighbors.

• Destination Advertisement Object (DAO): It is used for the construction of the downward routes from the
root to sensor nodes. Based on the mode of operation, the child unicasts DAO packets either to root node
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in non-storing mode or to its selected parent node in storing mode so that it records downward routes in its
routing table for the sub-DODAG.

• Destination Advertisement Object Acknowledgement (DAO-ACK): Upon receiving DAO packets from a parent
node, DAO-ACK packets are sent to the the sender node as an acknowledgement.

2.2 Objective functions in RPL

RPL objective function is used for the calculation of rank value assigned to each node in the network. Therefore, it
implicitly governs the selection of the preferred parent of the nodes in the network, and consequently, determines the
routing path that is optimal with respect to the utilized OF. The packets are forwarded in the selected routes according
to three traffic patterns: point-to-point, point-to-multipoint, and multipoint-to-point. Objective functions differ with
respect to the RPL instances; hence, different OFs could be simultaneously used within an RPL network by different
instances. For example, one can take ‘hop count’ into consideration to build routes of a DODAG, the ‘residual energy’
of the nodes can be used for finding the routes of another DODAG in the same network. The selection of appropriate
objective functions is critical and changes in accordance with the requirements of the application.

Even though there have been a number of OFs proposed in the literature so far, OF0 [9] and MRHOF [10] are proposed
as the default OFs in RPL:

2.2.1 OF0

OF0 takes the hop count between the root node and a sensor node into account for the calculation of the rank value of
that node. Therefore, it aims to minimize the number of hops to reach to the root node by choosing the node that has the
lowest rank from its reachable neighbors as its parent. When OF0 is used as the objective function in the network, for a
given node n, the rank of this node can be calculated using (1).

R(n) = R(p) +RI (1)

R(n) is the new rank of node n, R(p) is the rank of the preferred parent node, and RI stands for the rank increase
metric that is calculated by using (2).

RI = (Rf × Sp+ Sr)×MHRI (2)

Rf is a configurable rank factor and it uses 1 as the default value. Sp is the step of the rank, and Sr is the maximum
value assigned to the rank level. MHRI stands for MinHopRankIncrease which is a constant value defined as 256
in RFC6550 [11].

2.2.2 MRHOF

Unlike to OF0, a number of link- and node-based additive routing metrics can be easily integrated into MRHOF. The
rank value (R(n) in Eq. 1), and hence the routing path, is determined according to the employed routing metric which
is stored in the ‘metric container’ sub-option in the DIO packet.

By using one of these routing metrics (e.g., latency, RSSI, and etc.), MRHOF ensures the lowest-cost path in the LLN.
Two metrics are integrated into MRHOF in this study: MRHOF with ETX (MRHOF-ETX), which is a link-based
metric, and MRHOF with energy (MRHOF-ENERGY), which is a node-based metric.

MRHOF-ETX chooses the paths with the lowest number of transmission value by considering ETX values of the links.
The ETX value of the links is calculated using (3).

ETX =
1

Df ×Dr
(3)

Df is the probability that the neighbor will reach the packet and Dr is the probability that the acknowledgment packet
will be received.

MRHOF-ENERGY chooses the path that provides the maximum remaining energy for the RPL nodes. Energy metric
of the nodes is calculated using (4).

ENERGY =
Pmax

Pnow
(4)
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where Pmax is defined as the targeted maximum power, and it is calculated from the initial energy of node divided by
the targeted lifetime; Pnow, however, is the actual power of node.

2.3 RPL specific attacks

RPL attacks can vary according to what they primarily target, and they are categorized accordingly: attacks targeting
network resources, network topology, and network traffic [12]. The basic goal of network resource attacks is to use the
resources of legitimate nodes and/or the network, resulting in poor network performance. This type of attack can speed
the consumption of a node’s battery power, use node memory, and cause a delay in the remaining necessary processes.
DIS flooding and version number attacks are in the class of attacks that target network resources. RPL attacks can also
be used to disrupt the network’s topology and worst parent attack is one of the this type of attack. Lastly, there are
attacks aimed to disrupt network communication and this category’s major goal is to direct network traffic to a specified
node. In this study, we have studied version number, DIS flooding, and worst parent attacks.

• Version Number: Version number in DIO packets is used by the DODAG root to perform global repair, and
it is increased only by the root node. In the attack scenario, the malicious node illegitimately increases the
incoming version number, causing unnecessary rebuilding of DODAG. In our attack scenario, a malicious node
illegitimately increases version number by one in every minute, before forwarding incoming DIO messages to
its neighbors.

• DIS Flooding: It is a typical RPL-specific DoS attack that targets consuming network resources. In order to
make nodes or links unavailable in LLNs, attacker continuously sends large amount of control packets. This
attack is often performed by sending DIS packets after receiving a DIO packet from a node. By doing so, the
DIS flooding attack brings about network congestion and overloading of RPL nodes. In our attack scenario,
malicious node multicasts the DIS message to its neighbor nodes every 500 milliseconds.

• Worst Parent: As stated earlier, an RPL node chooses its own parent node according to the rank value
determined by the objective function, which ensures the ‘best parent’ for that RPL node. However, in this
attack scenario, attacker node contrarily chooses the worst parent, resulting in non-optimized routing path and
hence leading LLN to show very poor performance.

3 Related Works

The advancements in the sensor- and actuator-equipped devices and communication technologies in the wireless
medium have given rise to the emergence of a great number of IoT applications in recent years. Therefore, IoT-based
challenges have become one of the key directions studied by the researchers. The attention towards RPL has been
tremendously growing; and until now, a good deal of studies have been proposed on this protocol in the literature [13].

Although IoT devices are attached to mobile agents (e.g., people, robots, etc.) in many real-world applications, mobility
is not supported in the default implementation of RPL. Therefore, although rare, there has been recent attempt that i)
analyzes RPL on networks under mobility, ii) enhances the protocol to integrate the mobility support, iii) proposes
mobility-aware security solutions, and that iv) analyzes RPL against routing attacks. These studies are briefly discussed
here.

There have been few attempts to investigate the performance of RPL-OFs in the static environment; however, we do
not take these evaluations into consideration here. Please refer to [8] for the review of these studies. Rather, we focus
more on studies that explore the performance of RPL in mobile environments. In [14], an evaluation of PRL routing
performance is studied in terms of packet loss and power consumption as a function of data traffic density (that is, 6
and 12 packets per minute). The findings reveal that RPL yields higher packet loss and lower power consumption
as data traffic increases. Considering the fact that using at least 25 nodes in network simulations is necessary to see
multi-hop characteristics of RPL [15], the reliability of this evaluation is highly questionable because the experiments
are conducted with only two network simulations where only 13 nodes are used of which one is mobile. Another
performance evaluation of RPL as a function of two radio duty cycles (that is, 8 and 32 Hz) is made in terms of the
packet delivery ratio, ETX, power consumption, and latency in [16]. The duty cycle mechanism is used to listen for a
packet transmission of neighbors. To receive incoming packet, the node’s radio is turned on when a packet is detected.
After receiving, an acknowledgment is sent to the transmitter. A sender node sends its packets during the wake-up
period until it receives an acknowledgment. The evaluations suggest that the performance of RPL downs when mobile
nodes are present in the network, and the amount of degradation depends on the chosen setting of radio cycle.

In order to cope with downsides caused by mobile nodes in RPL, a great deal of modifications is proposed toward the
protocol in the literature. Trickle algorithm designed for RPL is not suitable for mobile environments, since it triggers
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the control packets to be sent periodically by the nodes. Moreover, if the network is stable, the length of time period
increases to reduce the overhead in the network. However, a mobile node will instantly need the control packet to
connect to the DODAG and to update its preferred parent. This issue is often handled by most of the works to make
RPLs adapted to mobile networks. In [17], the applicability of RPL to Vehicular Ad Hoc Network (VANET) is explored.
In order to achieve that, RPL’s trickle timer algorithm is disabled because of the vehicles that are highly mobile and
often need DIO packets. Instead, a fixed sending time interval is adopted. Therefore, DIO messages are guaranteed to
be sent once within each time period, ensuring mobile nodes are connected to DODAG. In addition, ETX values are
considered in this approach for the parent selection of mobile nodes.

Instead of completely disabling the trickle algorithm, there are some approaches that modify the algorithm in the
literature. In [18] a reverse trickle algorithm is proposed. Here, the router nodes set the interval of the trickle timer to a
maximum value believing that they remain connected to their parent for a long time. Then, they periodically decrease
the interval until it reaches the minimum value. When the time interval reaches the minimum value, children nodes are
expected to send DAO packets to control if mobile nodes are connected. Some assumptions are made for this approach
to be applicable to RPL. Firstly, mobile nodes are restricted to be only leaf nodes in DODAG and do not advertise
DIO packets. Secondly, mobile nodes are determined with a mobility flag added as a field to the DAO packet. The
main drawback of this approach is that an intruder can easily evade this approach once he falsifies the parent nodes by
illegitimately changing the mobility flag, which leads to unnecessary propagation of DIO packets. In addition, there is
always a static node in range of any mobile nodes. Another approach that modifies the trickle algorithm is proposed
in [19]. Here, Received Signal Strength Indicator (RSSI) values are used to configure the time interval of the trickle
algorithm. Upon receiving a packet, the nodes read RSSI values, compare them with the last reading values, and send
DIS packets immediately after a worsening on RSSI value is detected so that they keep connected to DODAG.

An adaptive strategy for setting the time interval is integrated into the trickle algorithm in [20]. In the proposed strategy,
each mobile node checks the number of neighbors that plays a key role in setting the interval. The more neighboring
nodes are, the larger the interval is. In addition to that, the parent selection mechanism is also improved. The rank
values are first considered for building the parent list and then the parent node is chosen with respect to, in order, ETX,
expected lifetime (ELT), and RSSI. Another adaptive adjustment of time interval is proposed in [21] as an alternative to
the trickle timer. It relies on fixed length of time interval which should be adjusted according to the speed of the mobile
nodes. This approach enhances RPL with the Corona architecture, a simple concept that divides the network area into
the coronas, to locate mobile nodes in the network. Therefore, when links to the parent nodes are broken, mobile nodes
are allowed to set the best neighbor node as their preferred parent within the same Corona where the radius is centered
at the DAG root. This approach introduces additional flags to DIS and DIO packets. The illegitimate setting of these
flags by attackers prevents this approach from functioning properly.

Recently, few security solutions taking into account mobility are proposed. In [22], a trust-based security mechanism,
which involves a modified rank computation, is proposed against Sybil and DoS attacks. In this approach, not only the
OF value but also trust and RSSI values are used for calculation the rank values of nodes. The trust value is used to
identify the malicious nodes, and hence, to isolate them. It increases every time a trusted event occurs and decreases
when an attempt is malicious. RSSI value, however, is used by mobile nodes to select parent nodes considering the
signal strength. Sybil attack is also targeted in [23] in a network where the mobility-aware RPL proposed in [20] is
adopted. Here, Artificial Bee Colony (ABC) algorithm [24] is used to model the behavior of Sybil intruders and to
ensure a very harsh attack condition. Then, a lightweight intrusion detection approach is proposed against this attack
environment learned. This approach is based on three trust factors driven by i) DODAG and NONCE IDs, ii) control
message counters, and iii) timestamps for control messages. Another lightweight security mechanism against the DIS
flooding attack, called Secure-RPL, is proposed in [25]. Secure-RPL prevents the nodes from resetting the trickle timer
redundantly. Therefore, it dramatically reduces unnecessary transmission of DIO packets.

There are also studies in the literature that analyze the extent to which RPL is affected. when attackers are in the
network. In [6], the effect of version number attack is studied as a function of attacker location. The findings reveal that
RPL is very vulnerable to this attack, reducing PDR while increasing end-to-end delay and energy consumption of the
nodes. In addition, it is found that the more distant the attackers are from the root, the higher the network performance
they lead to. The main drawback of this study is that only 20 nodes are considered in the topology of which only one is
the attacker. Additionally, the impact of mobility is not studied. This attack is also analyzed in [7] with respect to two
parameters: the initial location of mobile attackers (with respect to the root node) and attacking probability. They found
that the initial location has a clear effect on PDR and overhead. As expected, all performance metrics dramatically
decrease as the attacking probability increases. The downside of this study is that a single attacker is used at a time, and
impact of attacker density is missing. The rank attack is analyzed with different attacker locations in [5]. The analysis
shows that the bigger the forwarding load area, which is the sum of the forwarding load of all nodes in the area, is, the
more impact attack leads to on the network performance. In addition, the cooperation of multiple attackers gives severe
damage to the network performance.
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Table 1: Simulation Parameters

Simulation Parameters Values
Radio Environment UDGM: Distance Loss
Objective Functions MRHOF-ETX, MRHOF-ENERGY, and OF0
TX Range 50m
INT Range 100m
Simulation Time 1 hour
Area of Deployment 200x200
Number of Sink Node 1 node
Number of Sensor Node 50 nodes
Platform Sky mote
Traffic Pattern UDP packets, every 60 sec. by sensor nodes
Mobility Type Random Walk
Mobile Attacker Speed 5 km/h

As seen, there has been considerable amount of efforts made on RPL because the performance of an RPL-based IoT
network is very sensitive to mobility and routing attacks. The degree to which RPL is sensitive to these factors depends
on the attack itself, the density of mobile attackers, and the OF used. That’s why, it is worth analyzing the performance
of RPL with different OFs and attacker densities against various routing attacks in mobile environment, which is the
main contribution of this study.

4 Analysis of RPL Objective Functions Under Mobile Attacks

Mobility is a non-trivial concept in cyber security. On the one hand, if the victim nodes are static, attackers due to their
mobility could target more victim nodes and hence expand their effect on the network. Moreover, it allows attackers
to evade security solutions. On the other hand, it might limit its effects on mobile victim nodes. Here, we aim to
investigate the effect of mobility from the attacker point of view. In the future, we plan to investigate how the mobility
of victim nodes limits their exposure to attacks.

4.1 Simulation Settings

In this study, we investigate the behavior of RPL on networks where different number of mobile attackers are involved
in networks using different OFs. As explained earlier, we here extend our analysis study proposed in [8] by including
mobile attackers into networks and analyzing their effects. In order to ensure a fair comparison between the static
and mobile environments, the same networks and simulation settings used in [8] are used here. We adopt random
walk mobility model for mobile attacker nodes such that they move with a speed of 5 km/h from the beginning of the
simulation to the end. We use the Bonnmotion tool [26] to generate a realistic movement pattern for mobile attacker
nodes. Cooja simulator [27] running on Contiki OS (version 2.7) [28] is used to simulate the networks. Each simulation
scenario is run with the parameter values listed in Table 1.

4.2 Considered Evaluation Metrics

In order to measure the performance of RPL under attacks, the following four performance evaluation metrics are used:
packet delivery ratio, overhead, power consumption, and latency.

• Packet Delivery Ratio (PDR): It is calculated from the total number of packets received by the root node
divided by the total number of packets sent to the root node.

• Power Consumption (PC): In this study, we use the average power consumption of nodes evaluated in mW.
Powertrace tool [29] is integrated into Contiki OS to obtain instant power states of IoT devices.

• Overhead (OVR): It is the total number of control messages transmitted by the nodes to create the DODAG.
So, overhead is the summation of DIO, DIS, and DAO packets.

• Latency (LT): Here, we use the average latency (in seconds) of all packets, which is the time taken from
sending to receiving. Packets that are lost or dropped are excluded from the calculation.
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4.3 Simulation Results

In this study, we take the results from [8] as the baseline performance of RPL in static environments. In addition, these
results are used to highlight differences in the performance of RPL when it operates on a network with mobile attackers.
For a fair comparison, we here run simulations as done in [8], only making attacker nodes mobile. Therefore, the ten
networks adopted in [8] are also used in the experiments. In order to explore how large the performance of RPL changes
according to the attacker density; one, three, and five nodes are set as mobile attacker nodes for each simulated network,
which corresponds to 2%, 6%, and 10%, of all nodes in the network, respectively. It is worth stressing here that the
nodes that were used as attacker nodes in [8] are selected as mobile attacker nodes to ensure a reliable comparison in
the experiments.

The average values of the performance metrics obtained from the ten networks with static and mobile attacker nodes
are considered for evaluation. For each OF used (i.e., MRHOF-ETX, MRHOF-ENERGY, and OF0), the comparative
results are shown separately for the DIS flooding, the version number, and the worst parent attacks in Figures 1-3.
Note that attacker densities are denoted with the performance metric in the figures. Speaking concretely, ‘PDR (10%)’
represents average PDR value when 10% of all nodes are mobile attack nodes in the network.
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Figure 1: Comparative performances of OFs for version number attack.

The PDR values obtained from MRHOF-ETX, MRHOF-ENERGY, and OF0 clearly suggest that the existence of
mobile attacker nodes adversely affects the network. Although not significant, an exceptional case is observed only
when MRHOF-ENERGY is used when the network is subject to the worst parent attack with an attacker density of 2%.
It is also seen from the figures that the differences in the PDR performances often increase as more mobile attackers
are involved in the network. Although MRHOF-ENERGY has shown the least PDR performances on both static and
mobile environments, it becomes more resistant (10.20% performance degradation on average) to the mobility status of
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Figure 2: Comparative performances of OFs for DIS flooding attack.

attackers than MRHOF-ETX and OF0, while OF0 is the most sensitive (24% performance degradation on average) to
the attacker’s mobility status.

Similarly to PDR, the existence of mobile attackers dramatically harms the PC performance of the nodes in the network
for all types of attacks, and a positive correlation between the density of the mobile attackers and overall power
consumption can also be observed in the figures. The only exception here is observed with MRHOF-ENERGY when
the network is subject to the worst parent attack with attacker densities of 2% and 6%. The least and highest differences
in PC performance are obtained with MRHOF-ENERGY (0.40mW increase on average), OF0 (0.69mW increase on
average), respectively. However, no matter the attackers are mobile or static, MRHOF-ENERGY yields the highest PC
of the nodes, whereas a lowest PC of the nodes is obtained with OF0 on overall.

Unlike the performance of PDR or PC, a clear correlation between the OVR metric and the mobility status of attackers
can hardly be concluded. It is seen from the results that, particularly for the version number attack, a lower OVR value
is observed contrarily when the attackers in the network switch from static to mobile. For this attack, it is seen that OVR
dramatically reduces when attackers become mobile and when MRHOF-ETX is used. This is because mobile attackers
can be out of the coverage area of other nodes in the network when the trickle timers are reset, preventing falsified DIO
packets from being received by others. This saves the network from unnecessarily rebuilding the whole DODAG graph
through the control packets. For DIS flood attack, it is seen that the average OVR increases as the attackers becomes
denser in the network, which is the case observed also in PDR and PC evaluation. As in version number attack, a lower
OVR can also be observed on average when attackers become mobile. This is because mobile attackers, although
rarely, can reach somewhere outside the coverage area, which prevents them from triggering neighboring nodes to
send DIS packets. It should be noted from the results that a dramatic jump in OVR is observed with OF0 for the DIS
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Figure 3: Comparative performances of OFs for worst parent attack.

flooding attack when three or five attackers become mobile in the network. This indicates that OF0 is vulnerable to the
increase in the number of mobile attackers. As for the worst parent attack, we can easily conclude that the lowest OVR
is obtained with all OFs regardless of the attacker being statically positioned or mobile.

Similar to OVR performance, higher LT performances can be observed when the network is subject to version number
and DIS flooding attacks no matter the attackers are static or mobile. This is due to the additional OVR introduced by
these attacks. This is because mobile nodes are unable to trigger a global repair in the network as they are likely to be
out of coverage of parent nodes most of the time, which prevents the network from being congested. Moreover, an
interesting results here is that, particularly for version number attack, much lower LT performance is observed when
attackers are static in the network. The least difference in LT performance is observed with MRHOF-ETX on average,
while MRHOF-ENERGY and OF0 performs very similar to each other.

In order to reveal how large mobile attackers can down the performance of RPL than static attackers with respect to
the OFs, we have thoroughly analyzed the differences in the performance of OFs separately for version number, DIS
flooding, and worst parent attacks. The overall differences are given in Table 2. Note that the performance results, which
are obtained when the network is run with static environment, are taken from [8]. The values in this table represent the
overall performance differences between when the network is subject to mobile attackers and static attackers, and so
they imply how the network worsened when the attackers become mobile. Note that, the biggest gap in the performance
are highlighted with gray color in the table, and that the negative values in this table imply that positive effect is
observed when the attackers become mobile.

From the performance differences given in the table, it can easily be concluded that the PDR, LT, PC, and OVR
performances of the network down much bigger when the attackers become mobile and when routing is governed OF0
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Table 2: Comparative performance differences of OFs for different types of attack.

Attack OF PDR (in %) LT (in s) PC (in mW) OVR (in ×10−3)

Version
Number

ETX 15.83 -0.64 0.49 -15.08
ENERGY 14.08 -0.25 0.54 -7.22
OF0 25.48 1.35 0.86 -1.08

DIS
Flooding

ETX 17.95 0.44 0.84 3.27
ENERGY 13.23 1.75 0.66 1.13
OF0 31.51 -0.12 0.91 143.29

Worst
Parent

ETX 7.42 0.32 0.21 -0.77
ENERGY 3.28 0.21 0.01 -2.32
OF0 14.99 0.37 0.31 7.65

for all types of attack. This finding is not surprising because, as stressed in [8], OF0 is more robust to static attackers
yielding higher network performance than MRHOF. Therefore, much bigger reaction to the mobile attackers can be
observed with OF0.

5 Conclusion

In this study, the performance of RPL is evaluated against mobile attackers. This is the first study that has detailed
analysis of OF0, MRHOF-ETX and MRHOF-ENERGY with realistic networks that consist of mobile attackers. We
believe that assessing the impact of mobile attackers is a significant step in order to develop security solutions for RPL
specific attacks. As a future study, we are planning to explore the effects of attacks when victim nodes are mobile, and
develop security solutions for such mobile IoT networks.
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